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Cisco Validated Designs (CVDs) present systems that are based on common use cases or engineering priorities.
CVDs incorporate a broad set of technologies, features, and applications that address customer needs. Cisco
engineers have comprehensively tested and documented each design in order to ensure faster, more reliable,
and fully predictable deployment.

CVDs include two guide types that provide tested design details:

- Technology design guides provide deployment details, information about validated products and
software, and best practices for specific types of technology.

- Solution design guides integrate existing CVDs but also include product features and functionality
across Cisco products and sometimes include information about third-party integration.

Both CVD types provide a tested starting point for Cisco partners or customers to begin designing and deploying
systems.

CVD Foundation Series

This CVD Foundation guide is a part of the August 2014 Series. As Cisco develops a CVD Foundation series,
the guides themselves are tested together, in the same network lab. This approach assures that the guides in a
series are fully compatible with one another. Each series describes a lab-validated, complete system.

The CVD Foundation series incorporates wired and wireless LAN, WAN, data center, security, and network
management technologies. Using the CVD Foundation simplifies system integration, allowing you to select
solutions that solve an organization’s problems—without worrying about the technical complexity.

To ensure the compatibility of designs in the CVD Foundation, you should use guides that belong to the same
release. For the most recent CVD Foundation guides, please visit the CVD Foundation web site.

Comments and Questions

If you would like to comment on a guide or ask questions, please use the feedback form.


http://cvddocs.com/fw/1000-c
http://cvddocs.com/feedback/?id=355-14b

The CVD Navigator helps you determine the applicability of this guide by summarizing its key elements: the use cases, the
scope or breadth of the technology covered, the proficiency or experience recommended, and CVDs related to this guide.
This section is a quick reference only. For more details, see the Introduction.

Use Cases

This guide addresses the following technology use cases:

Related CVD Guides

- Network Access for Mobile Devices—At the headquarters
and remote sites, mobile users require the same accessibility,
security, quality of service (QoS), and high availability currently )
enjoyed by wired users. bl CampUS CIeanAlr TEChn()IOgy

cisco

wee) Design Guide

- Self-Administered Advanced Guest Wireless Access—
Authorized employees can administer a guest wireless network
that supports time-based customized guest user accounts, alial, Campus Wired LAN

multiple mobile device types, and guest authentication portals. Technology Design Guide

- High Performance 802.11ac Access—Many organizations
are looking to leverage high-performance 802.11ac wireless

networks for local and remote sites that require wire-like “uu] Device Management

performance for HD video, high client density, and bandwidth- Usmg ACS. TeChnOIOQV
intensive applications. De5|gn Guide

For more information, see the “Use Cases” section in this guide.

Scope

This guide covers the following areas of technology and products:
- Onsite, remote-site, and guest wireless LAN controllers
- Integration of 802.11ac using the Cisco AireOS wireless LAN controllers

- Integration of 802.11ac using the Cisco 5700 Series Wireless
LAN controller

- 802.11ac channel planning, channel bonding and RF-based best
practices

- Internet edge firewalls and demilitarized zone (DMZ) switching
- Campus routing, switching, multicast and QoS
- High availability wireless using HA stateful switchover (HA SSO)

- Management of user authentication and policy using Cisco
Identity Services Engine

- Cisco ISE integration with Microsoft Active Directory

- Integration of the above with the LAN and data center switching
and Virtual Switching System (VSS)-based infrastructure

- Guest account authentication web portals using Cisco AireOS

wireless LAN controllers To view the related CVD guides, click the titles

or visit the CVD Foundation web site.

- Guest account sponsor portals using Cisco ISE with AireOS and
IOS-XE 5760 Controller


http://cvddocs.com/fw/1000-c
http://www.cvddocs.com/fw/350-14b
http://www.cvddocs.com/fw/220-14b
http://www.cvddocs.com/fw/160-14b

Proficiency

This guide is for people with the following technical proficiencies—or equivalent experience:
- CCNP Wireless—3 to 5 years designing, installing, and troubleshooting wireless LANs
- CCNA Routing and Switching—1 to 3 years installing, configuring, and maintaining routed and switched networks

- CCNP Security—3 to 5 years testing, deploying, configuring, maintaining security appliances and other devices that
establish the security posture of the network

- VCP VMware—At least 6 months installing, deploying, scaling, and managing VMware vSphere environments



Technology Use Cases

With the adoption of smartphones and tablets, the need to stay connected while mobile has evolved from a nice-
to-have to a must-have. The use of wireless technologies improves our effectiveness and efficiency by allowing
us to stay connected, regardless of the location or platform being used. As an integrated part of the conventional
wired network design, wireless technology allows connectivity while we move about throughout the day.

Wireless technologies have the capabilities to turn cafeterias, home offices, classrooms, and our vehicles into
meeting places with the same effectiveness as being connected to the wired network. In fact, the wireless
network has in many cases become more strategic in our lives than wired networks have been. Given our
reliance on mobility, network access for mobile devices, including guest wireless access, is essential.

Use Case: Network Access for Mobile Devices

At the headquarters and remote sites, the mobile user requires the same accessibility, security, quality of service
(QoS), and high availability currently enjoyed by wired users.

This design guide enables the following network capabilities:

Mobility within buildings or campus—Facilitates implementation of applications that require an always-on
network and that involve movement within a campus environment.

- Secure network connectivity—Enables employees to be authenticated through IEEE 802.1X and
Extensible Authentication Protocol (EAP), and encrypts all information sent and received on the WLAN.

- Simple device access—Allows employees to attach any of their devices to the WLAN using only their
Microsoft Active Directory credentials.

- Voice services—Enables the mobility and flexibility of wireless networking to Cisco Compatible
Extensions voice-enabled client devices.

- Consistent capabilities—Enables users to experience the same network services at main sites and
remote offices.

Use Case: Self-Administered Advanced Guest Wireless Access

Most organizations host guest user-access services for customers, partners, contractors, and vendors. Often
these services give guest users the ability to check their email and other services over the Internet.

This design guide enables the following network capabilities:
- Allows Internet access for guest users and denies them access to corporate resources
- Allows groups of users called sponsors to create and manage guest user accounts

Enables the use of shared and dedicated guest controller architectures



Use Case: High Performance 802.11ac Access

With the adoption of 802.11ac devices and the explosive growth of mobile devices, many organizations are
employing 802.11ac to support both higher performance and increased client densities. A well understood fact
today is that many more people carry Wi-Fi-enabled devices on a daily basis. What is not commonly realized is
that the number of Wi-Fi devices per person is also increasing. To address these trends, an increasing number
of organizations are deploying 802.11ac. The result is a dramatically improved client experience—similar to that of
wired Gigabit Ethernet in many cases.

This design guide enables the following 802.11ac capabilities:
- Introduces 802.11ac on Cisco AireOS and I0S-XE 5760 Wireless LAN Controllers
- Introduces the Cisco Aironet 3700 Series Access Point, which supports 802.11ac
- Introduces 802.11ac support for the Cisco Aironet 3600 Series Access Point
- Provides guidance on 802.11ac channel planning and the use of Dynamic Channel Assignment
- Provides guidance on RF considerations in mixed 802.11 deployments

- Introduces 80-MHz channels through the use of 802.11ac channel bonding

Design Overview

This deployment uses a wireless network in order to provide ubiquitous data and voice connectivity for
employees and to provide wireless guest access for visitors to connect to the Internet.

Regardless of their location within the organization, on large campuses, or at remote sites, wireless users can
have a similar experience when connecting to voice, video, and data services.

The benefits of this deployment include:

- Productivity gains through secure, location-independent network access—Measurable productivity
improvements and communication.

- Additional network flexibility—Hard-to-wire locations can be reached without costly construction.
- Cost effective deployment—Adoption of virtualized technologies within the overall wireless architecture.

- Easy to manage and operate—From a single pane of glass, an organization has centralized control of a
distributed wireless environment.

- Plug-and-play deployment—Automatic provisioning when an access point is connected to the
supporting wired network.

- Resilient, fault-tolerant design—Reliable wireless connectivity in mission-critical environments, including
complete RF-spectrum management.

- Support for wireless users—Bring-your-own-device (BYOD) design models.

- Efficient transmission of multicast traffic— Support for many group communication applications, such as
video and push-to-talk.

This Cisco Validated Design (CVD) deployment uses a controller-based wireless design. Centralizing
configuration and control on Cisco wireless LAN controllers (WLC) allows the wireless LAN (WLAN) to operate
as an intelligent information network and support advanced services. This centralized deployment simplifies
operational management by collapsing large numbers of managed endpoints.



Introduction

The following are some of the benefits of a centralized wireless deployment:

Lower operational expenses—A controller-based, centralized architecture enables zero-touch
configurations for lightweight access points. Similarly, it enables easy design of channel and power
settings and real-time management, including identifying any RF holes in order to optimize the RF
environment. The architecture offers seamless mobility across the various access points within the
mobility group. A controller-based architecture gives the network administrator a holistic view of the
network and the ability to make decisions about scale, security, and overall operations.

Improved return on investment—\With the adoption of virtualization, wireless deployments can now utilize
a virtualized instance of the wireless LAN controller, reducing the total cost of ownership by leveraging
their investment in virtualization.

Easier way to scale with optimal design—As the wireless deployment scales for pervasive coverage and
to address the ever-increasing density of clients, operational complexity starts growing exponentially. In
such a scenario, having the right architecture enables the network to scale well. Cisco wireless networks
support two design models: local mode for campus environments and Cisco FlexConnect for lean
remote sites.

Figure 1 - Wireless overview
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Deployment Components

The CVD WLAN deployment is built around two main components: Cisco wireless LAN controllers and Cisco
lightweight access points.

Cisco Wireless LAN Controllers

Cisco wireless LAN controllers are responsible for system-wide WLAN functions, such as security policies,
intrusion prevention, RF management, quality of service (QoS), and mobility. They work in conjunction with Cisco
lightweight access points to support business-critical wireless applications. From voice and data services to
location tracking, Cisco wireless LAN controllers provide the control, scalability, security, and reliability that network
managers need to build secure, scalable wireless networks—from large campus environments to remote sites.

Although a standalone controller can support lightweight access points across multiple floors and buildings
simultaneously, you should deploy controllers in pairs for resiliency. There are many different ways to configure
controller resiliency; the simplest is to use a primary/secondary model where all the access points at the site
prefer to join the primary controller and only join the secondary controller during a failure event. However, even
when configured as a pair, wireless LAN controllers do not share configuration information. Each wireless LAN
controller must be configured separately.

The following controllers are included in this CVD release:

- Cisco 2500 Series Wireless LAN Controller—This Cisco AireOS-based controller supports up to 75
lightweight access points and 1000 clients. Cisco 2500 Series Wireless LAN Controllers are ideal for
small, single-site WLAN deployments.

- Cisco 5500 Series Wireless LAN Controller—This Cisco AireOS-based controller supports up to
500 lightweight access points and 7000 clients, making it ideal for large-site and multi-site WLAN
deployments. High availability is supported through Stateful Switchover (SSO), which provides sub-
second controller failover without requiring the wireless client to re-authenticate.

- Cisco WiSM2-The Cisco Wireless Services Module 2 (WiSM2) for the Cisco Catalyst 6500 series
switch is a Cisco AireOS-based controller supporting up to 1000 access points in a service module
form factor. When coupled with the Cisco Sup720 or Sup2T supervisor module in the 6500-E or 6500
non-E chassis, the WiSM2 provides the rich set of features available within the AireOS-based family of
controllers. High availability is supported through SSO, which provides sub-second controller failover
without requiring the wireless client to re-authenticate.

- Cisco 5760 Series Wireless LAN Controller-The Cisco 5760 is designed for 802.11ac networks with up
to 60 Gbps of capacity, supporting up to 1000 access points and 12,000 clients per controller. This is
accomplished through the Cisco Unified Access Data Plan application-specific integrated circuit (ASIC).
The 5760 provides investment protection in a proven high performance and scalable architecture.

- Cisco Virtual Wireless LAN Controller—v\WLCs are compatible with ESXi 4.x and 5.x and support up
to 200 lightweight access points across two or more Cisco FlexConnect groups and 3000 clients total.
Each vVWLC has a maximum aggregate throughput of 500 Mbps when centrally switched with additional
capacity achieved horizontally through the use of mobility groups. The virtualized appliance is well suited
for small and medium-sized deployments utilizing a FlexConnect architecture.

- Cisco Flex 7500 Series Cloud Controller—Cisco Flex 7500 Series Cloud Controller for up to 6000
Cisco access points supports up to 64,000 clients. This controller is designed to meet the scaling
requirements to deploy the Cisco FlexConnect solution in remote-site networks. High availability is
supported through SSO, which provides sub-second controller failover without requiring the wireless
client to re-authenticate.

Because software license flexibility allows you to add additional access points as business requirements change,
you can choose the controller that will support your needs long-term, but you purchase incremental access-

point licenses only when you need them.



Cisco Lightweight Access Points

In the Cisco Unified Wireless Network architecture, access points are lightweight. This means they cannot act
independently of a wireless LAN controller (WLC). The lightweight access points (LAPs) have to first discover
the WLCs and register with them before the LAPs service wireless clients. There are two primary ways that the
access point can discover a WLC:

- Domain Name System (DNS)—When a single WLC pair is deployed in an organization, the simplest way
to enable APs to discover a WLC is by creating a DNS entry for cisco-capwap-controller that resolves to
the management IP addresses of WLCs.

- Dynamic Host Configuration Protocol (DHCP)—Traditionally, when multiple WLC pairs are deployed in
an organization, DHCP Option 43 is used to map access points to their WLCs. Using Option 43 allows
remote sites and each campus to define a unigue mapping.

As the access point communicates with the WLC resources, it downloads its configuration and synchronizes its
software or firmware image, if required.

Cisco lightweight access points work in conjunction with a Cisco wireless LAN controller to connect wireless
devices to the LAN while supporting simultaneous data-forwarding and air-monitoring functions. The CVD
wireless design is based on Cisco generation 2 wireless access points, which offer robust wireless coverage
with up to nine times the throughput of 802.11a/b/g and 802.11ac networks (1600, 2600 3600 and 3700). The
following access points are included in this CVD release:

- Cisco Aironet 1600 Series Access Points are targeted for small and medium enterprises seeking to
deploy or migrate to 802.11n technology at a low price point. The access point features a 3x3 MIMO
radio with support for two spatial-streams.

Wireless networks are more than just a convenience; they are mission-critical to the business. However, wireless
operates in a shared spectrum with a variety of applications and devices competing for bandwidth in enterprise
environments. More than ever, IT managers need to have visibility into their wireless spectrum to manage RF
interference and prevent unexpected downtime. Cisco CleanAir provides performance protection for 802.11n
networks. This silicon-level intelligence creates a self-healing, self-optimizing wireless network that mitigates the
impact of wireless interference.

This CVD release includes two Cisco CleanAir access points:

- Cisco Aironet 2600 Series Access Points with Cisco CleanAir technology create a self-healing, self-
optimizing wireless network. By intelligently avoiding interference, they provide the high-performance 802.11n
connectivity for mission-critical mobility and performance protection for reliable application delivery.

- Cisco Aironet 3600 Series Access Points with Cisco CleanAir technology deliver more coverage for
tablets, smart phones, and high-performance laptops. This next-generation access point is a 4x4 MIMO,
three-spatial-stream access point, resulting in up to three times more availability of 450-Mbps rates and
performance optimization for more mobile devices.

This CVD release includes two 802.11ac access points:

- Cisco Aironet 3600 Series Access Point using the 802.11ac Wave 1 Adaptive Radio Module (AIR-
RM30000AC-x-K9). Installing the 802.11ac adaptive radio module for the Cisco Aironet 3600 Series
Access Point provides enterprise-class reliability and wired-network-like performance by supporting
three spatial streams and 80-MHz wide channels for a maximum data rate of 1.3 Gbps.

- Cisco Aironet 3700 Series access point delivers 802.11ac performance of up to 1.3G bps, enabling
a new generation of Wi-Fi clients such as smartphones, tables and high-performance laptops with
802.11ac support. The 3700 Series supports 4x4 MIMO with 3 spatial streams (with 802.3at PoE+) along
with Cisco CleanAir technology and robust security capabilities.

For more information about Cisco CleanAir, see the Campus CleanAir Technology Design Guide.


http://cvddocs.com/fw/350-14b

Wireless Design Models

Cisco Unified Wireless networks support two major campus design models: Local mode and Cisco FlexConnect.

Local-Mode Design Model

In a local-mode design model, the wireless LAN controller and access points are co-located. The wireless LAN
controller can be connected to a data center services block as described in this guide or can be connected to

a LAN distribution layer at the site. Wireless traffic between wireless LAN clients and the LAN is tunneled by
using the Control and Provisioning of Wireless Access Points (CAPWAP) protocol between the controller and the

access point.

Figure 2 - Local-mode design model
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A local-mode architecture uses the controller as a single point for managing Layer 2 security and wireless
network policies. It also enables services to be applied to wired and wireless traffic in a consistent and

coordinated fashion.
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In addition to providing the traditional benefits of a Cisco Unified Wireless Network approach, the local-mode
design model meets the following customer demands:

- Seamless mobility—In a campus environment, it is crucial that users remain connected to their session
even while walking between various floors or adjacent buildings with changing subnets. The local
controller-based Cisco Unified Wireless network enables fast roaming across the campus.

- Ability to support rich media—As wireless has become the primary mode of network access in many
campus environments, voice and video applications have grown in significance. The local-mode design
model enhances robustness of voice with Call Admission Control (CAC) and multicast with Cisco
VideoStream technology.

- Centralized policy—The consolidation of data at a single place in the network enables intelligent
inspection through the use of firewalls, as well as application inspection, network access control, and
policy enforcement. In addition, network policy servers enable correct classification of traffic from
various device types and from different users and applications.

If any of the following are true at a site, you should deploy a controller locally at the site:
- The site comprises a data center.
- The site has a LAN distribution layer.
- The site has more than 50 access points.

- The site has a WAN latency greater than 100 ms round-trip to a proposed shared controller.

In a deployment with these characteristics, use a Cisco 2500, 5500, WiSM2 or 5700 Series Wireless LAN
Controller. For resiliency, the design uses two wireless LAN controllers for the campus, although you can add
more wireless LAN controllers in order to provide additional capacity and resiliency to this design.

Cisco FlexConnect Design Model

Cisco FlexConnect is a wireless solution for remote-site deployments. It enables organizations to configure and
control remote-site access points from the headquarters through the WAN, without deploying a controller in
each remote site.

If all of the following are true at a site, deploy Cisco FlexConnect at the site:
- The site LAN is a single access-layer switch or switch stack.
- The site has fewer than 50 access points.

- The site has a WAN latency less than 100 ms round-trip to the shared controller.

The Cisco FlexConnect access point can switch client data traffic out its local wired interface and can use
802.1Q trunking in order to segment multiple WLANSs. The trunk’s native VLAN is used for all CAPWAP
communication between the access point and the controller. This mode of operation is referred to as
FlexConnect local switching and is the mode of operation described in this guide.

The other mode of operation, which is not discussed in this guide, is called FlexConnect centrally switched. In
this mode, a majority of the traffic is tunneled back to the centrally located wireless LAN controller, allowing the
administrator to configure access control lists (ACLs) to selectively switch some local traffic.



Figure 3 - Cisco FlexConnect design model
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Cisco FlexConnect can also tunnel traffic back to the centralized controller, which is specifically used for wireless
guest access.

You can use a shared controller pair or a dedicated controller pair in order to deploy Cisco FlexConnect. In a
shared controller model, both local-mode and FlexConnect configured access points share a common controller.
Shared controller architecture requires that the wireless LAN controller support both Flex-Connect local
switching and local mode. The wireless LAN controllers that support both within this CVD are the Cisco WiSM2,
5500, and 2500 Series Wireless Controllers.

If you have an existing local-mode controller pair at the same site as your WAN aggregation, and if the controller
pair has enough additional capacity to support the Cisco FlexConnect access points, you can use a shared
deployment. If you don’t meet the requirements for a shared controller, you can deploy a dedicated controller pair
by using a Cisco 5500, WiSM2 or 2500 Series Wireless LAN Controller, Cisco VWLC, or Cisco Flex 7500 Series
Cloud Controller. The controller should reside in the data center. For resiliency, the design uses two controllers
for the remote sites, although you can add more controllers in order to provide additional capacity and resiliency
to this design.

Introduction August 2014 Series n



High Availability

As mobility continues to increase its influence in all aspects of our personal and professional lives, availability
continues to be a top concern. The Cisco Validated Design models continue to support high availability through
the use of resilient controllers within a common mobility group.

With the advent of access point Stateful Switchover (AP SSO) in Cisco AireOS release 7.3 and client Stateful
Switchover (Client SSO) in Cisco AireOS release 7.5, the resiliency of the wireless network continues to improve.
Now that these two features (AP SSO and client SSO) are available within a single Cisco AireOS controller release,
they will collectively be referred to as high availability SSO (HA SSO). By adopting the cost effective HA SSO
licensing model, Cisco wireless deployments can improve the availability of the wireless network with controller
recovery times in the sub-second range during a WLC disruption. In addition, HA SSO allows the resilient WLC

to be cost-effectively licensed as a standby resilient controller with its access point (AP) license count being
automatically inherited from its paired primary WLC. This is accomplished by purchasing a standby resilient
controller using the HA SKU available for the Cisco 5500, 7500 and WiSM2 Series WLCs. Support for HA SSO
within the WiSM2 controller family requires that both WiSM2 WLCs are deployed in one of the following ways:

- Within a Cisco Catalyst 6500 Series Switch pair configured for VSS operation as described in this guide.
- Within the same Cisco Catalyst 6500 Series Switch chassis.

- Within a different Cisco Catalyst 6500 Series Switch chassis when the Layer 2 redundancy VLAN is
extended.

Operational and policy benefits also improve as the configuration and software upgrades of the primary WLC are
automatically synchronized to the resilient standby WLC.

The following table shows which controllers support the HA SSO Feature

Table 1 - High availability feature support

WLC model HA SSO N+1redundancy | Link aggregation group (LAG)
vWLC No Yes Yes (Through VMWare)

2500 No Yes Yes

5500 Yes Yes Yes

WiSM2 Yes Yes N/A

5760 Yes'! Yes Yes

7500 Flex Yes Yes Yes

Note:

1. The Cisco 5760 Series Wireless LAN Controller supports AP SSO using the stacking cable.

Multicast Support

Video and voice applications continue to grow as smartphones, tablets, and PCs continue to be added to
wireless networks in all aspects of our daily life. Multicast is required in order to enable the efficient delivery
of certain one-to-many applications, such as video and push-to-talk group communications. By extending the
support of multicast beyond that of the campus and data center, mobile users can now use multicast-based
applications.

This guide fully supports multicast transmission for the onsite controller through the use of multicast-multicast
mode (MC-MC). Multicast-multicast mode uses a multicast IP address in order to more efficiently communicate
multicast streams to access points that have wireless users subscribing to a particular multicast group. MC-MC
mode is supported on the Cisco 2500, 5500, WiSM2, and 5760 Series Wireless LAN Controllers.



Remote sites that utilize the Cisco Flex 7500 Series Cloud Controller or Cisco vWLC using Cisco FlexConnect

in local switching mode can also benefit from the use of multicast-based applications. Multicast in remote

sites leverage the underlying WAN and LAN support of multicast traffic. When combined with access points in
FlexConnect mode using local switching, subscribers to multicast streams are serviced directly over the WAN or
LAN network with no additional overhead being placed on the wireless LAN controller.

In each of the wireless design models described in this guide, the multicast support that users are accustomed
to on a wired network is available wirelessly for those applications and wireless users that require it.

Band Select

Over time with the advent of consumer devices operating in the 2.4GHz industrial, scientific and medical band
(ISM) band, the level of noise resulting in interference in this band has grown considerably. Likewise, many of the
wireless devices available today are dual band and can operate in either the 2.4 GHz or 5 GHz band.

With critical business class devices, it would be advantageous to influence these devices to utilize the 5 GHz
band with the objective of much lower interference and therefore a better user experience.

Many dual-band wireless devices will first send a probe request on the 2.4 GHz band looking for a 2.4 GHz
access point within range. Subsequent to this 2.4 GHz probe request, the wireless device will send out a 5 GHz
probe a few milliseconds later looking for a 5 GHz access point. In dual-band wireless networks, the 2.4 GHz
probe response will be received first by the wireless device followed by the 5GHz probe response. Most times,
the wireless device will then connect using the 2.4 GHz band even though a 5 GHz probe response was received
after the 2.4 GHz probe response.

Band Select delays the probe response to the 2.4 GHz probe by a few hundred milliseconds, allowing the AP

to determine if the wireless device is a dual-band device. A dual-band wireless device is detected when a 2.4
GHz and 5 GHz probe is received from the same device. By delaying the 2.4 GHz probe response and providing
the 5 GHz probe response prior to the 2.4 GHz probe response, it is possible to influence the wireless client to
connect to the preferred 5 GHz band.

Band Select for voice and video devices is not recommended because it introduces delay in responding to probe
requests in the 2.4 GHz band. For real-time streaming devices that are moving from a 5 GHz area into a 2.4 GHz
covered area, or clients that are roaming between 2.4 GHz access points, this delay could result in momentary
disruption of connectivity. With data-only based traffic flows, this delay is negligible and generally does not
impact application access.

The Band Select algorithm uses a number of default values to determine if a wireless client is in fact dual-band
capable. There are also times when a dual-band client will disable a particular radio based on the user deciding
to disable it for any number of reasons.



The following table lists the values and their meaning. These values are used by default on both Cisco AireOS
and Cisco I0S-XE wireless LAN controllers. It is not recommend that these values be changed, but are provided
here with their definitions.

Table 2 - Band Select default values and usage

Field name Default value Purpose

Probe Cycle Count 2 The number of client 2.4 GHz probe requests to
wait until determining that the client is capable of
only 2.4 GHz

Scan Cycle Period Threshold (ms) 200 The number of milliseconds that represents one
client probe cycle

Age Out Suppression (seconds) 20 The number of seconds to wait to hear a client
probe before removing the client from the Band
Select table

Age Out Dual Band (seconds) 60 The number of seconds to wait to hear a 5 GHz

probe from a dual-band client before marking the
client as uni-band only

Acceptable Client RSS! (dBm) -80 The minimum received signal strength indication
(RSSI) value that must be met from a client probe
before sending a probe response

Figure 4 - Band Select—=Impacts to real-time applications
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Wireless deployments that mix data, voice, and real-time services on a single SSID
should not use Band Select on that WLAN. This includes voice applications such as
Jabber, Facetime and Skype among other real-time applications.

ClientLink

ClientLink uses beam forming to improve the Signal-to-Noise Ratio (SNR) for all wireless clients and is not limited
to those which support the 802.11n standard. These performance improvements in the downstream direction
(AP - wireless client) enable better throughput by reducing retransmissions and facilitating higher data rates.
Furthermore, by reducing the time any given wireless client is using the RF channel, overall performance of the
wireless network in both the uplink and downlink direction is improved.

ClientLink version 2.0 is enabled by default and is supported by second generation access points such as the
Cisco Aironet 1600, 2600 and 3600 Series. Cisco ClientLink 3.0 is supported on the Cisco Aironet 3700 Series
Access Points and is also enabled by default. Legacy ClientLink (version 1.0) is supported only on first generation
access points such as the Cisco Aironet 1140, 3500, 1250, and 1260 Series and is disabled by default. On a
given WLC, ClientLink is enabled on an entire radio band (802.11b | 802.11a) or an AP basis.

Figure 5 - ClientLink optimization
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802.11ac Bandwidth Performance

There has been no other time in the evolution of Wi-Fi based wireless technology that has seen such significant
performance improvements than with the introduction of 802.11ac. Beginning in 1997 the original 802.11
standard yielded a theoretical physical layer (PHY) performance of 2 Mbps. Today, with the introduction of
802.11ac Wave 1 with 3 Spatial Streams (3SS), the theoretical maximum PHY performance jumps to 1.3 Gbps.

Table 3 - 802.11ac Bandwidth performance

Year Technology Theoretical PHY performance Expected user performance’
1997 802.11 2 Mbps 1 Mbps

1999 802.11b 11 Mbps 6 Mbps

1999 802.11a 54 Mbps 25 Mbps

2003 802.11g 54 Mbps 25 Mbps

2003 802.11alg 54 Mbps 13-25 Mbps

2007 802.11n 450 Mbps w/ 3SS 180-220 Mbps

2013 802.11ac Wave 1 1.3Gbps w/ 3SS up to 750 Mbps

Future 802.11ac Wave 2 2.4-3.5 Gbps To be determined

Note:
1. In b/g mixed environment the user experience can be expected to be 13 Mbps.

Actual wireless performance is a function of a number of variables including distance, spectrum quality, wireless
adapter, wireless adapter interface (USB 2.0, USB 3.0), BSS/cell load, wireless driver efficiency, number of spatial
streams, device type (battery vs. AC powered), number of and placement of antenna, transmission direction
(uplink/downlink), channel selection vs. power (UNII-3 and UNII-2 over UNII 1) and the overall RF environment
among others. Be aware that different types of 802.11ac wireless clients are not equal. Some battery-powered
devices are purposely built with only 1 transmitter to conserve the battery, while other AC-powered devices may
have 3 spatial streams but have a poorly performing interface (USB 2.0) or inefficient driver. Additionally, consider
adjacent mixed cells using 802.11a resulting in longer channel usage due to lower transmit speed. When 40

MHz bonded adjacent 802.11a/n is deployed with misaligned primary channel, the benefits of the Clear Carrier
Assessment mechanism are not realized.

The 802.11ac Wave 1 specification includes a number of technologies, as detailed in the following, which are
responsible for this significant performance improvement.

- 802.11ac is implemented only in the quieter and less crowded 5 GHz band, so it’s not possible to have a
2.4 GHz 802.11ac implementation.

802.11n used 64QAM, allowing for 6 bits to be transmitted per symbol. 802.11ac expands significantly
on these gains by employing a 256 QAM allowing 8 bits per symbol and a fourfold increase in
performance. In simplest terms, Quadrature Amplitude Modulation (QAM) is a modulation technique that
uses waveform phase and amplitude to encode data. With 256 QAM there are 256 symbols, resulting in
higher throughput.

- Channel width has been expanded allowing 20, 40, and 80 MHz wide channels in 802.11ac Wave 1; and
20, 40, 80, 80+80, and 160 MHz in Wave 2.

- Beamforming was first available with 802.11n, but has been enhanced and included in the 802.11ac
specification. This technology allows the access point to beam steer or direct a concentration of signals
at the receiver that combine to effectively increase the quality and signal level at the receiver. It gets
even better in Wave 2 of 802.11ac, where multiuser beam forming allows a single access point to
transmit to 4 wireless clients at the same time and on the same frequency, allowing each client to have

its own dedicated spatial stream.



802.11ac Channel Planning

Channel assignment when using Radio Resource Management (RRM) and Dynamic Channel Assignment (DCA)
is simpler then it was in the early days of 802.11. As such there are some things to consider before making the
decision to bond channels. While this guide assumes a greenfield deployment, network administrators of existing
wireless environments may want to move more cautiously.

If your environment today is limited to the standard 20 MHz wide channels, it is recommended that you use

a phased rather than direct approach when you switch to 80 MHz wide channels. The initial step would be

to enable a Dynamic Frequency Selection (DFS) channel set if it is not already enabled. Using DFS channels
requires you to scan the access point scan for the use of radar, and if it is detected, move to another channel or
reduce the transmit power. By enabling the DFS channels, a wider range of RF spectrum is available as permitted
by your regulatory domain. This in turn enables greater channel bonding choices by DCA.

With DFS channels enabled, four 80-MHz channels and eight 40-MHz channels are available in the U.S.

Table 4 - Worldwide 5GHz channel availability

Number of channels available U.S. |EU | China |India | Japan | Russia
20MHz channels 18 16 |5 13 19 16
40MHz channels 8 8 2 6 9 8
80MHz channels 4 4 1 3 4 4

1 | Tech Tip

DFS channels (e.g., 120-128) are unusable because the standard mandates a 10
minute quiet period before becoming the channel master device after the detection
of radar. Environments that employ the use of DFS channels should take this into
consideration.

The following lists a few of the considerations for 40 MHz and 80 MHz wide channel usage:
Density of AP deployment
- Channel isolation
Mixed cell environments
- Adjacent mixed cell and proper 802.11ac primary channel selection
- Consumer wireless device support of DFS channel set
Increased transmit power in UNII-2 and UNII-3 bands

Increased battery usage in UNII-2 and UNII-3 bands

1 | Tech Tip

The approved spectrum within each regulatory domain evolves over time. Please verify
the current channel availability in your regulatory domain.



With the advent of 80MHz wide channels in 802.11ac Wave 1, and the upcoming 160MHz wide channels in Wave
2, there are some considerations regarding channel planning. The spectrum available in the U.S. is shown below.

Figure 6 - Channel usage in the U.S.
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Note that some older Apple devices do not support channel 165. It is therefore
recommended to restrain from using this channel as a primary or sub-channel if older
Apple devices are being used. By default, channel 165 is not included in the DFS
channel list and must be manually added if it is to be used.

The number of 20 MHz channels in the 5 GHz band is plentiful, but this can quickly change as 80 MHz and 160
MHz (Wave 2) are deployed within the enterprise.

Figure 6 explains the effects of 40 MHz and 80 MHz channel selections.

As has been the case since the inception of RF-based data communication, the elimination RF interference as
well as co-channel interference must be considered in the channel planning process.

The 802.11ac standard allows for the backward compatibility with 802.11n or 802.11a clients in a number of
aspects. Beacons are always transmitted in the primary 20MHz channel, allowing legacy clients to discover the
wireless network. To aid in the elimination of co-channel interference, the 802.11ac standard has a 20 MHz multi-
channel based enhanced Request to Send (RTS) and Clear to Send (CTS) mechanism.

The worst case scenario is an 802.11ac AP configured for 80 MHz wide channel using channel 36 as its primary
20 MHz sub-channel. In this scenario, the 80 MHz wide 802.11ac channel comprises sub-channels 36, 40,

44 and 48—any one of which could be shared by an adjacent 802.11a/n access point. Before transmitting,

the 802.11ac access point transmits an RTS on each of the four 20 MHz sub-channels comprising the 80

MHz bonded channel. An adjacent AP upon hearing this will send a CTS back and mark its channel as busy,
temporarily preventing it from transmitting. In the best case, the result is a successfully transmitted and
interference free 80 MHz wide transmissions.



In the event however that a nearby AP is already transmitting when the RTS is sent, the CTS will not be received.
In that case, the 802.11ac access point only transmits on the 20 MHz sub-channels that it received the CTS, and
in doing so avoids the generation of co-channel interference, resulting in temporarily reduced throughput.

The goal of effective 802.11ac RF channel planning is the same as it has always been—to avoid co-channel
interference whenever possible. In doing so, the entire 40 MHz or 80 MHz-wide bonded channels can transmit
using each of their sub-channels, improving performance in the service area. In 802.11ac environments where
there are 802.17a and/or 802.11an service areas (aka mixed cell), the selection of the primary channel is critical
in order to allow the Clear Carrier Assessment process to listen before transmitting. In general however, most
802.11ac implementations do not listen solely to the primary channel but will instead listen to the entire 8OMHz
channel before beginning a transmission.

Because of the complexities involved, mixed cell, Unlicensed National Information Infrastructure (UNII) channels,
client types and various regulatory domain limitations, and channel planning and the manual assignment of
channels should be performed by an experienced wireless network engineer. In most other cases, allowing DCA
and RRM to make the necessary channel assignments will provide optimum 802.11ac results.

While most 802.11ac networks rely on the DCA process to automatically select the channel assignment, Figure 7
graphically shows one possible channel planning strategy. As of this writing, this is all of the regulatory domains
with the exception of China, which is limited to one 80 MHz channel.

1 | Tech Tip

The naming standard below for bonded channel cells shows the starting channel,

the channel offset for the primary 20 MHz channel, and the channel offset for the
secondary 40 MHz channel. Figure 7 is meant to illustrate the considerations involved
in effective channel selection. Note the selection of Channel 44 as the primary
channel used in the bonded channels. This ensures proper Clear Carrier Assessment
functionality providing optimum performance.

40 MHz 802.11a/n Channel Naming Examples
(Primary channel)+1
40+1 = Primary 20 on 40, Secondary 20 on 44
(Primary channel)-1
40-1 = Primary 20 on 40, Secondary 20 on 36

80 MHz 802.11ac Channel Naming Examples
(Primary channel)+1 [+2]
36+1[+2] = Primary 20 on 36, Secondary 20 on 40, Secondary 40 on 44 and 48

(Primary channel)-1 [+2]
40-1[+2] = Primary 20 on 40, Secondary 20 on 36, Secondary 40 on 44 and 48

(Primary channel)+1 [- 2]
44+1[-2] = Primary 20 on 44, Secondary 20 on 48, Secondary 40 on 36 and 40

(Primary channel)-1[-2]
48-1[-2] = Primary 20 on 48, Secondary 20 on 44, Secondary 40 on 36 and 40



Figure 7 - Channel planning in mixed cell environments
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The utilization of 802.11ac channel allocation depends greatly on the wireless clients being served. For example,
a deployment where most of the wireless devices are legacy 20 MHz based 802.11a or 40 MHz 802.11n. In the
channel strategy describe previously, the plan is to lay out 80 MHz channels with no overlap. But if most of the
clients are not yet capable of 802.11ac, it is possible to overlap 802.11ac channels.



Each 80MHz channel is comprised of a primary and secondary 20 MHz sub-channel, as shown in the following
figure.

Figure 8 - 802.11ac Overlapping channel in mixed client environments
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By using Clear Carrier Assessment, an access point which needs to transmit to a client first listens to its primary
channel. If a carrier signal is detected with a signal at or above its prescribed Clear Carrier Assessment threshold
values, it will lose the contention and hold off transmitting. This listen-before-talking allows 802.11ac to co-exist
with other non-802.11ac wireless clients.

Table 5 - 802.11ac Clear Carrier Assessment threshold values

Protocol Primary Secondary 20 MHz Secondary 40 MHz
802.11a -82dBm - N

802.11n -82dBm -62 dBm (20 dB liberty) -

802.11ac -82dBm -72 dBm (10 dB liberty) -76 to -79 (3-6 dB liberty)

In the preceding table, all three protocols have equal contention on the primary channel. Any primary operating
within a secondary 20 or 40 will lose contention and any secondary 20 operating in a secondary 40 will win
contention over the other secondary.
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With Radio Resource Management (RRM), Transmit Power Control (TPC), and Dynamic Channel Assignment
(DCA), the process of channel selection can be both automated and optimized. In the implementation section of
this guide, enabling 80MHz channels using DCA for all 802.11ac access points in the network is described.

Guest Wireless

Introduction

Using the organization’s existing WLAN for guest access provides a convenient, cost-effective way to offer
Internet access for visitors and contractors. The wireless guest network provides the following functionality:

Figure 9 - Wireless architecture overview
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Both shared controller and dedicated controller pair deployment models within the Internet edge demilitarized
zone (DMZ) are supported for wireless guest services within this CVD.

If you have a single controller pair for the entire organization and that controller pair is connected to the same
distribution switch as the Internet edge firewall, you can use a shared deployment.

In a shared deployment, a VLAN is created on the distribution switch in order to logically connect guest traffic
from the WLCs to the DMZ. The DMZ Guest VLAN will not have an associated Layer 3 interface or switch virtual
interface (SVI). As such, each wireless client on the guest network will use the Internet edge firewall as their
default gateway.

If you don’t meet the requirements for a shared deployment, you can use Cisco 5500 or Cisco 2500 Series
Wireless LAN Controllers in order to deploy a dedicated guest controller. The controller is directly connected
the Internet edge DMZ, and guest traffic from every other controller in the organization is tunneled to this
controller. Other controllers such as Cisco WiSM2 and Cisco 5760 Series Wireless LAN Controllers can provide
guest anchoring services as described, but most organizations will use other WLC models and therefore these
deployment models are not covered in this guide.

In both the shared and dedicated guest wireless design models, the Internet edge firewall restricts access from
the guest network. The guest network is only able to reach the Internet and the internal DHCP and DNS servers.

1 | Tech Tip

If you are using a Cisco I0OS-XE based 5760 WLC with other Cisco AireOS controllers
either as a Guest Anchor in the Internet edge or as a remote anchor within your

campus, you must enable the New Mobility (Converged Access) feature. You can find
this global configuration Controller > Mobility Management > Mobility Configuration.

If you don’t enable New Mobility (Converged Access), Mobility Peering cannot be
established between the WLCs. This is because Cisco AireOS controllers use Ethernet
over IP (EolP) while Cisco I0S-XE controllers use CAPWAP (UDP 16666/16667). Once
New Mobility (Converged Access) is enabled on the AireOS WLC, the time to detect

a failure within an AireOS HA SSO configured WLC pair is increased significantly.
Configuration synchronization, license inheritance, and software upgrades to the
resilient backup WLC are unaffected.

This guide covers the use of the Cisco 5760 Series Wireless LAN Controller as an onsite centralized campus
wireless LAN controller. The Cisco 5760 Unified Access Wireless LAN Controller can be deployed in a number
of different models. With the introduction of Converged Access, a number of new features such as Mobility
Controller (MC), Mobility Agent (MA), and Mobility Oracle (MO) have also been introduced.

The deployment model used in this CVD for the Cisco 5760 Series Wireless LAN Controller is similar to that of
Cisco AireOS, namely Cisco Unified Wireless Network (CUWN). In the CUWN architecture, controllers maintain
both the MC and MA functions on the controller. Future versions will begin to separate these functions in order
to provide additional scaling capabilities. This approach is consistent with many enterprise deployments of the

5760 with the intention of moving the MA onto Cisco Catalyst 3850/3650 Series Switches as the access layer
switches are upgraded.



How to Read Commands

This guide uses the following conventions for Commands at a CLI or script prompt:
commands that you enter at the command-line Router# enable
interface (CLI).
Long commands that line wrap are underlined.
Commands to enter at a CLI prompt: Enter them as one command:
configure terminal police rate 10000 pps burst 10000
packets conform-action

Commands that specify a value for a variable:

ntp server 10.10.48.17 Noteworthy parts of system output (or of device
configuration files) are highlighted:
Commands with variables that you must define: interface Vlan64
class-map [highest class name] ip address 10.5.204.5 255.255.255.0

This design guide uses certain standard design parameters and references various network infrastructure
services that are not located within the wireless LAN (WLAN). These parameters are listed in the following table.
In the “Site-specific values” column, enter the values that are specific to your organization.

Table 6 - Universal design parameters

Network service CVD values Site-specific values
Domain name cisco.local

Active Directory, DNS server, DHCP server | 10.4.48.10

Network Time Protocol (NTP) server 10.4.48.17

SNMP read-only community cisco

SNMP read-write community cisco123

Many organizations use the 802.1X and RADIUS protocols to authenticate and impose user policy to both their
wired and wireless networks. A local directory is commonly used that provides specific information regarding
users’ rights and privileges. Common examples include an LDAP-based user directory as well as perhaps the
most popular Microsoft Active Directory.

In addition to providing user authentication services, network components such as switches, wireless LAN
controllers, routers, firewalls require administrative authentication, authorization and accounting (AAA) when
managed by the network administrator.

In order to provide a customizable granular authorization list for network administrators as to the level of
commands that they are permitted to execute, the Terminal Access Control Access Control System (TACACS+)
protocol is commonly used. Given the common usage for TACACS+ and its continued use for providing AAA
services for network infrastructure components, Cisco Secure ACS is used in this deployment solely for
controlling administrative access to the network control plane.



With the increase in end-user policy management as well as mobile device management, many organizations
have begun to deploy the Cisco Identity Services Engine (ISE) as part of their BYOD strategy. Cisco ISE is a next-
generation identity and access control policy platform providing secure wired, wireless and VPN access. While
this guide does not provide design guidance for BYOD deployments, ISE has been introduced for basic wireless
user authentication as well as sponsor-based guest wireless services. There are other Cisco Validated Designs
that provide detailed information regarding the design and deployment considerations of BYOD.

The following table shows the security product and use within this guide.

Table 7 - Cisco security products used

Network infrastructure Wireless network user access
Cisco security product access using TACACS+ using RADIUS
Cisco Secure ACS Yes No
Cisco Identity Services Engine No Yes

Configuring Cisco Secure ACS for Wireless Infrastructure
Access

1. Create the wireless device type group

2. Create the TACACS+ shell profile

3. Modify the device admin access policy

4. Define Cisco AireOS WLCs as TACACS+ network devices

This guide describes the configuration of Cisco Secure Access Control System (ACS) for the authentication
by network administrators to the wireless network infrastructure using TACACS+. Wireless end user client
authentication services are performed by Cisco Identity Services Engine (ISE).

Cisco Secure ACS is the centralized identity and access policy solution that ties together an organization’s
network access policy and identity strategy. Cisco Secure ACS operates as a centralized authentication,
authorization, and accounting (AAA) server that combines user authentication, user and administrator access
control, and policy control in a single solution.

Cisco Secure ACS 5.5 uses a rule-based policy model, which allows for security policies that grant access
privileges based on many different attributes and conditions in addition to a user’s identity.

1 | Tech Tip

Certain browsers may render the display for Cisco Secure ACS differently. In some
cases, a browser may omit fields that are required for proper configuration. It is
recommended that you refer to the following Cisco Secure ACS 5.5 release notes in
order to obtain a list of supported browsers:
http://www.cisco.com/c/en/us/td/docs/net_mgmt/
cisco_secure_access_control_system/5-5/release/notes/acs_55_rn.html


http://www.cisco.com/c/en/us/td/docs/net_mgmt/cisco_secure_access_control_system/5-5/release/notes/acs_55_rn.html
http://www.cisco.com/c/en/us/td/docs/net_mgmt/cisco_secure_access_control_system/5-5/release/notes/acs_55_rn.html

The following procedures outline the additional configuration of a functional ACS server for wireless infrastructure
access. For information about initial setup and installation of Cisco Secure ACS, please see the Device
Management Using ACS Technology Design Guide.

Create the wireless device type group

Step 1: Navigate to the Cisco Secure ACS Administration page (Example: https://acs.cisco.local) and log in using
the configured ACS Administrator userid and password (Example: acsadmin/C1sco0123).

Step 2: In Network Resources > Network Device Groups > Device Type, click Create.

Step 3: In the Name box, enter a name for the group (Example: AireOS-WLC). In the Description box, provide a
meaningful description of this device group.

Step 4: In the Parent box, select All Device Types, and then click Submit.

acsadmin acs (Primary : LogCollector) Log Out About Help

Network Resources > Network Device Groups > Device Type > Create
- Device Group - General

v Network Device Groups + Name AreOS-WLG

Location

v Description: ‘Device Group for AireOS Wireless LAN Confrollers X ‘

Network Devices and AAA Clients » Parent ‘AII Device Types ‘ [ Select i
% = Required fields

» 2% System Administration Submit Wl Cancel

Create the TACACS+ shell profile

You must create a shell profile for the Cisco AireOS WLCs that contains a custom attribute that assigns the user
full administrative rights when the user logs in to the WLC. The Cisco AireOS controllers included in this design
are the Cisco Flex 7500, WiSM2, 5500, 2500 and the vWLC Series Wireless Controllers.

Step 1: In Policy Elements > Authorization and Permissions > Device Administration > Shell Profiles, click
Create.
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http://cvddocs.com/fw/160-14b
http://cvddocs.com/fw/160-14b

Step 2: On the General tab, In the Name box, enter a name for the wireless shell profile (Example: AireOS WLC
Shell), and then in the Description box, enter a description.

acsadmin  acs (Primary : LogCollector)  LogOut About Help

vl Cisco Secure”
CISCO EVAL(Days left: 364)

ion > Shell Profiles > Create

Policy Elements > and P > Device

[+ 88 Users and Identity Stores General T Common Tasks H Custom Attributes ]

. Policy Elements # Name: AireOS WLC Shell

Description: [AireOS Based WLC Shell

£ = Required fields

Shell Profiles

Step 3: On the Custom Attributes tab, in the Attribute box, enter role1.
Step 4: In the Requirement list, choose Mandatory. In the Attribute Value list, choose Static.

Step 5: In the Value box, enter ALL, and then click Add.

acsadmin

acs (Primary : LogCollector)  LogOut  About Help

dlaln Cisco Secure A
CISCO EVAL(Days left: 364)

Policy Elements > i P ions > Device > Shell Profiles > Create

General | Common Tasks = Custom Attributes

Common Tasks Attributes
[ Attribute Requirement Value 1

77 Policy Elements

Shell Profiles. Manually Entered

| Attribute Requirement Value 1
» [5 Access Policies
| » [5) Monitoring and Reports
|-
T
[ Addn ]| EditV |[Replacen ]| Delete | [ BulkEdit
A
Regquirement: | Mandatory ™
Attribute 2
Value:
ALL
[a)
v

& = Required fields
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Step 6: Click Submit.

acsadmin  acs (Primary : LogCollector)  Log Out About  Help

vliahi, Cisco Secure A
CISCO EVAL(Days left: 364)

Policy Elements > and > Device ion > Shell Profiles > Create

» %57 Network Resources

58 Users and Identity Stores General  Common Tasks | Custom Attributes

~—— Common Tasks Aftributes
¢/ Policy Elements.
[ Attribute Requirement Value
Shell Profiles. Manually Entered

Requirement

» [ Access Policies

» | Menitoring and Reports
» &% System Administration

[ Addn ][ Edtv | Replce/ [ Delete | [ BukEdit

T —
Requirement: | Mandatory

s

Value:

% = Required fields

Modify the device admin access policy

You must exclude the Cisco AireOS WLCs from the existing default authorization rule.

Step 1: In Access Policies > Default Device Admin >Authorization, click the Network Admin rule.

acsadmin  acs (Primary : LogCollector)  Log Out  About

vl Cisco Secure'A
CISCO EVAL(Days left: 364)

» & My Workspace Access Policies > Access Services > Defaull Device Admin > Aulhorization
» 150 Network Resources

Standard Policy| Exception Pelicy

&8 Users and Identity Stores

S» Policy Elements

| | Fiter: [EETNNN | Match if [Equals || V] [ ClearFilter_|[Go] +

@ Access Policies

Conditions

[] Status Name . ) "
e rou ocation “Device
Bl Identity Group NDGLocation ~NDG-Device Type
Networf in All Groups:Network
1.0 o , #j | Broup ANY- SANY-
Admin Admins
2 [] ©  Helpdesk in All Groups:Helpdesk -ANY- not in All Device Types:Security Devices

Authorization

Step 2: Under Conditions, select NDG:Device Type, and then in the filter list, choose not in.
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Step 3: In the box to the right of the filter list, select All Device Types:AireOS-WLC, and then click OK.

General

Name: |Network Admin Status: | Enabled v O

The Customize button in the lower right area of the policy rules screen controls which policy
conditions and results are available here for use in policy rules.

Conditions
Identity Group: ‘ n hd |AII Groups:Network Admins

‘ ‘ Select ‘

[[] NDG:Location: -ANY-
NDG:Device Typei‘ not in v |AII Device Types:AireOS-WLC ‘ [ Select ]

[] Time And Date:  |-ANY-

Results
Shell Profile: [Level15 || setect |

Next, create a Cisco AireOS WLC authorization rule.

Step 4: In Access Policies > Default Device Admin >Authorization, click Create.

Step 5: In the Name box, enter a name for the Cisco AireOS WLC authorization rule. (Example: AireOS WLC

Admin)

Step 6: Under Conditions, select Identity Group, and in the box, select All Groups:Network Admins.

Step 7: Select NDG:Device Type, and in the box, select All Device Types:AireOS-WLC.



Step 8: In the Shell Profile box, select AireOS WLC Shell, and then click OK.

General

Name: |AireOS WLC Admin Status: | Enabled v| O

The Customize button in the lower right area of the policy rules screen controls which policy
conditions and results are available here for use in policy rules.

Conditions
Identity Group: ‘ in e |AII Groups:Network Admins ‘ ‘ Select ‘

[[] NDG:Location: -ANY-
NDG:Device Typei‘ in b |AII Device Types:AireOS-WLC ‘ ‘ Select ‘

[] Time And Date:  |-ANY-

Results

Shell Profile: [Aire0S WLC Shell || setect |

Step 9: Click Save Changes.

Define Cisco AireOS WLCs as TACACS+ network devices

For each Cisco AireOS-based controller and/or HA SSO controller pair in the organization, you must create a
network device entry in Cisco Secure ACS.

If you are configuring a Cisco 2500 Series WLC pair that does not support HA SSO, you need to include both of
their IP addresses in this step in order to authorize them to use the ACS authentication services.

Step 1: In Network Resources > Network Devices and AAA Clients, click Create.

Step 2: In the Name box, enter the device host name (Example: WLC-5508), and then, in the Description box,
enter a description (Example: 5508 WLC HA Pair).

Step 3: In the Device Type box, select All Device Types:AireOS-WLC.
Step 4: In the IP box, enter the WLCs management interface IP address. (Example: 10.4.175.66)

Step 5: Select TACACS+.



Step 6: In the Shared Secret box, enter the TACACS+ shared secret key. (Example: SecretKey)

acsadmin

acs (Primary : LogCollector)  Log Out  About Help

vl Cisco Secure'A
CISCO  EVAL(Days left: 363)

77/ Network Resources.

Network Resources > Network Devices and AAA Clients > Creale

N
~ Network Device Groups s Name: w1 G508 ‘ N

Description: (5505 WLG HA Pair

e, Network Device Groups
Netuork Devices and AAA Clierts | [Cocaton | Fitocatons ==
| [Devceryre | [All Device Types:Aire0S-WLC |[seect |
+ &8 Users and Identiy Stores 1P Address Authentication Options
» G Policy Elements @ Single IP Address () IP Subnets () IP Range(s) ¥ TACACS+
» [ Access Policies 1P [10.4.30.66 | Shared Secret

[]single Connect Device

'® Legacy TACACS+ Single Connect Support

| TAGAGS+ Draft Compliant Single Gonnect Support
~RADIUS []

SharedSecret | ohow|
Co port

| Enable KeyWrap

KeyEncryption key: |
Message Authenticator Gode Key |

Key Input Format ~~ ASCIl ® HEXADECIMAL

» [ Monitoring and Reports

» &2 System Administration

1 = Required fields
<

Step 7: Repeat these steps for each of the Cisco AireOS-based Wireless LAN Controllers in your environment.
This includes any AireOS-based guest anchor controllers located in the Internet edge. If you have multiple
controllers that can be logically grouped, you can select IP ranges and define a number of individual IP
addresses.

acsadmin  acs (Primary : LogGollector)  LogOut About Help

vl Cisco Secure'A
CISCO  EVAL(Days left: 363)

77/ Network Resources.

Network Resources > Network Devices and AAA Clients > Create

= Name. [wic-2504 | A

v Network Device Groups
- Description: \15{14 WLC Campus Controllers \
ype Network Device Groups.

Network Devices and AAA Clients. [Cocaton | AT Locations ]

[Device Type |[A Device Types-Aireos WLC |
IP Address Authentication Options

» &8 Users and Identity Stores
~ TACACS+

| Shared Secret: | SecretKey Hide

+ S Poiicy Elements O single IP Address () IP Subnets @ IP Range(s)

» [ Access Policies [10.4.3063 ] [
P Eiluie [ single Connect Device
» [2) Monitoring and Reports
2 ® Legacy TACACS* Single Connect Support
— [ ssv ][ eain ] oo [ oue ] o TS ST
P Exclude ] | TACACS+ Draft Compliant Single Connect
- ([1043062 Support
A~
wRADIUS []
v
Shared Secret Stiow)
CoA port: | 1700

|| Enable KeyWrap

Key Encryption Key:

Message Authenticator Code Key:

Key Input Format ~~ ASCIl ® HEXADECIMAL
>

1 | Tech Tip

Devices that are not explicitly defined using the procedure above will use the Default
Network Device setting. The Default Network Device setting was defined during

the initial installation of Cisco Secure ACS. For more information, see the Device
Management Using ACS Technology Design Guide.
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The TACACS+ Cisco AireQS shell profile is required when managing AireOS controllers with AAA and must be
used for all AireOS-based controller authentication and authorization requests. Cisco I0S-based devices such as
routers and switches expect to receive a TACACS+ attribute value (AV) pair priv-lvl = 15 when an administrator
logs on. The same concept applies to AireOS devices, but instead of priv-Ivl = 15 being returned, a value of

rolel = ALL is returned to the AireOS-based WLC. With I0S-XE based wireless LAN controllers, however, this
does not apply as Cisco 5760 Series Wireless Controller requires the 10S-based TACACS+ attribute value pair of
priv-lvl = 15. As such, I0S-XE based WLCs must not be added using the process described above. By design,
they will fall through the logic and use the default shell, which returns the expected I0OS AV pair of priv-Ivl = 15.

Deploying Redundant Cisco ISE Servers

1. Perform initial setup of primary Cisco ISE server
Perform initial setup of redundant Cisco ISE server
Configure certificate trust list

Configure Cisco ISE deployment nodes

Install the Cisco ISE license

Configure network devices in Cisco ISE

Configure Cisco ISE to use Active Directory

© N @ oA WwN

Configure AD groups for Cisco ISE authentication

In this design, redundant Cisco ISE servers are used to provide wireless user authentication and replace Cisco
Secure ACS for this purpose. Wireless user authentication uses the RADIUS protocol, and the following steps
outline the installation process of the redundant ISE servers. The installation of ISE on the VMWare server was
previously completed.

Table 8 - Cisco ISE engine IP addresses and hostnames

Device IP address Hostname
Primary Cisco ISE administration and policy service node 10.4.48.41 ise-1.cisco.local
Redundant Cisco ISE administration and policy service node 10.4.48.42 ise-2.cisco.local




Perform initial setup of primary Cisco ISE server

Step 1: Boot Cisco ISE, and then, at the initial prompt, enter setup. The installation begins.

B b6 3 BE B BE-E-BE S B BEBEBE BESE-SESE BE S SE-E-BE B S SE-SE S S E - R BE S BE

Please type 'setup’ to configure the appliance
I 6 EE PE E P EBE B E EE BE P BE-NEFE-PEIE PE-NEIE P E N BE B E B SE B IENEFE-BEIEE D BE BB

localhost login: setup_

Step 2: Enter the host name, IP address, subnet mask, and default router of Cisco ISE.
Enter hostname[]: ise-1
Enter IP address[]: 10.4.48.41
Enter IP netmask[]: 255.255.255.0
Enter IP default gateway[]: 10.4.48.1

Step 3: Enter Domain Name System (DNS) information.
Enter default DNS domain[]: cisco.local
Enter primary nameserver([]: 10.4.48.10

Add secondary nameserver? Y/N : N

Step 4: Configure the time.
Enter NTP server|[time.nist.gov]: ntp.cisco.local
Add another NTP server? Y/N [N]: N
Enter system timezone[UTC]: PST8PDT

OO\ Reader Tip

For time zone abbreviations, see entry for the clock timezone command in Appendix A
of the Cisco Identity Services Engine CLI Reference Guide, Release 1.2, here:
http://www.cisco.com/c/en/us/td/docs/security/ise/1-2/cli_ref_guide/ise_cli/ise_cli_
app_a.html

Step 5: Configure an administrator account.
You must configure an administrator account in order to access the CLI console. This account is not the same as
the one used to access the GUI.

Enable SSH Service? Y/N [N]: Y

Enter username[admin]: admin
Enter password: [password]

Enter password again: [password]

Cisco ISE completes the installation and reboots. This process takes several minutes.


http://www.cisco.com/c/en/us/td/docs/security/ise/1-2/cli_ref_guide/ise_cli/ise_cli_app_a.html
http://www.cisco.com/c/en/us/td/docs/security/ise/1-2/cli_ref_guide/ise_cli/ise_cli_app_a.html

1 | Tech Tip

The Cisco ISE administrator password expires by default every 45 days. You can reset
the password from the CLI by using SSH to issue the application reset-password ise
[user account] command.

Step 6: During the provisioning of the internal database, when you are asked, enter a new database
administrator password and a new database user password. Enter a password greater than 11 characters for the
database administrator password. (Example: C1sco123C1sco123)

Do not use "Ctrl-C’ from this point on...

Uirtual machine detected, configuring VMware tools...
Installing applications...

Installing ise ...

Executed with privileges of root

The mode has been set to licensed.

fApplication bundle C(ise) installed successfully
=== Initial Setup for Application: ise ===
Welcome to the ISE initial setup. The purpose of this setup is to

provision the internal ISE database. This setup requires you create
a database administrator password and also create a database user password.

The primary Cisco ISE virtual appliance is now installed.

Perform initial setup of redundant Cisco ISE server

The procedure for setting up a secondary redundant Cisco ISE server is the same as for the primary, with the
only difference being the IP address and host name values configured for the engine.

Step 1: Set up the redundant ISE server by following Procedure 1, “Perform initial setup of primary Cisco ISE
server” and using the values supplied in Table 8 for the redundant ISE server.

Configure certificate trust list

The engines use public key infrastructure (PKI) to secure communications between them. Initially in this
deployment, you use local certificates, and you must configure a trust relationship between both of the engines.
To do this, you need to import the local certificates from the redundant Cisco ISE server into the primary Cisco
ISE administration node.



Step 1: In your browser, connect to the secondary engine’s GUI at http://ise-2.cisco.local. Select No when
asked to run the setup assistant wizard.

Setup Assistant Wizard o

Do you want to run the setup assistant now?

| Don't ask me again.

[ No |

Step 2: In Administration > System, select Certificates.

Step 3: In the Local Certificates window, select the local certificate by selecting the box next to the name of the
secondary engine, ise-2.cisco.local, and then click Export.

E (i Home Operations| v Poiicy| v Administration | v

7 System 43 Identty Management i Network Resources [ Web Portal Management [ Feed Service
Deployment  Ucensng [ESHRERERN] Loogino  Matenarce  Bockup & Restore  Admin Access _ Settigs

Local Certificates

St 7ot B

Jedt deadd v Bepor Wods Show [A1 ]l
(3] Friendly Name. < | protocol Issued To Issued By Valid From Expiration Date Expiation Status
71 Defaul self-signed server certificate HTTPS AP ise-2.ciscolocal ise-2.cisco.ocal Thy 20Feb 2014 Fr, 20 Feb 2015

€ tep Notifications (0)

Step 4: Choose Export Certificate Only, and then click Export.

® Export Certificate Only.

© Export Certfcate and Private Key

“Private Key Password

Step 5: When the browser prompts you to save the file to a location on the local machine, choose where to
store the file and make a note of it. You will be importing this file into the primary engine.

e (i Home Operations| v Polcy| v _ Administratio] v

7 System 3 Identty Management i Network Resources [, Web Portal Management [, Feed Service
Deployment  icensng [N Locono  Mantemarce Sockup 8 Restore  Admin Access _ Settigs

Certificate Operations Local Certificates

© Local Cortcates

Sohcea 1| Tos 1 B

© Certfcate Signing Requests Jedt dpadd + [@ewot| Kook Show [Al ~118
{1/ Friendly Name < Protocol Ised To Issued By Vald From Exiraton Date | Expiraton Status
71 Defoul self-signed server certificate HTTPS EAP ise-2.cisco.local ise-2.ciscolocal Thu,20Feb 2014 Frl, 20 Feb 2015 a
Do you want to open or save Defaultselfsignedservercerti.pem from 10.4.48.427 Open Save z Cancel x
€ Hep N | Notifications (0)

Step 6: In a browser, access the primary engine’s GUI at http://ise-1.cisco.local.
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Step 7: In Administration > System, select Certificates.
Step 8: In the Certificate Operations pane on the left, click Certificate Store, and then click Import.

Step 9: Next to the Certificate File box, click Browse, and then locate the certificate exported from the
secondary engine. It has an extension of .pem.

(2 Choose File to Upload
‘ | » Computer » System {C) » ISE Certificates v| +3 H Search ISE Certificates L ‘
Organize ~ New folder =~ 0 @

-
| Favorites = ‘ | ISE2-Defaultselfsignedservercerti.pem
W Desktop

4 Downloads

«» RecentPlaces 3

I Libraries

'L Documents
& Music

A~ Pictures
t Videos

W Camnitar

File name: ISE2-Defaultselfsignedservercerti.pem - [AH Files (**) ']

ooyl [ oo |

Step 10: You may enter a friendly name for the ISE2 server then click Submit.

Policy | v Administration | v r‘ Setup Assistant + €3
ent [y Feed servi

Backup &Restore  Admin Access  Settings

ort

Certificate into the Certificate Store

* Certificate File |CISE Cerificates\ISE2-Defaultselfsignedsei Browse |
Friendly Name [

“This certificate will be used to veriy ISE server deployments, nd for
In addit It

L] Trust for dlient authentication or Secure Syslog services.

of Gertificate

Description [

e [T

< >
O rep Notifications (0)

Configure Cisco ISE deployment nodes

Step 1: You can configure the personas of Cisco ISE—administration, monitoring, and policy service—to run all on
a single engine or to be distributed amongst several engines. This installation will run all services on the primary
and redundant secondary ISE servers Connect to http://ise-1.cisco.local.



Step 2: From the Administration menu, choose System, and then choose Deployment. A message appears

notifying you that the node is currently standalone. Click OK.

This node is in Standalone mode. To
register other nodes, you must first
edit this node and change its
Administration Role to Primary

Step 3: In the Deployment pane, click the gear icon, and then select Create Node Group.

In order for the two Cisco ISE devices to share policy and state information, they must be in a node group. The
nodes use IP multicast to distribute this information, so they need to be able to communicate via IP multicast.

€Is€o  Identity Services Engine ise-1  admin  Logout  Feedback

& Task Mavigator ~ €4

é Home  Op ] Policy v

—_— =
ofe System | £ Identity Management B8 Metwork Resources 28] Guest Management

Deployment Licensing Certificates Logging Maintenance Admin Access Settings

Deployment Nodes
Deployment P -
& == ) Selected 0 | Total 1 & 43
= E %
o ;ﬁ A B
» =% Deployment Create Node Group Register & export @ mpont »  Show ‘ ]
Hostrame +  MNode Type Parannas Rola(s)
O =1 15E Adrministration, Monitoting, Policy Service STANDALONE

Step 4: Configure the node group with the node group name ISE_Group and the default multicast address of

228.10.11.12, and then click Submit.

=
(L2 ]
mﬁm Operations| v Policy| v Administraton | v ‘ setup Assistant + €3

T svmem | & —— = (e Feed serce
BB Ucosro  Cetfiotes  loggng  Mantenance  Bacup®Restore  Admin Access  Settings

Deployment
avEr “+ | create Node Group
> 5t Deploment
—
P —
* Multicast Address: [ 228.10.11.12] x
Example: 225.10.11.12. Please make sure you are not using
reserved|already-used multicast IP Address.
Note:
part o this Node Group can communicate over IP mtiast. Typically,
these nodes are connected to the same switch and are n the same VLAN.
( S“bm% Reset |
 hep Notiications (0)

Step 5: A window lets you know the group was created successfully. Click OK.

Step 6: In the Deployment pane on the left, expand Deployment. A list of the current deployment nodes

appears.
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Step 7: Click ise-1. This enables you to configure this deployment node.

t&m Opstinely eoky| v pantten v

2 e - [ 6k Feed service:
WOSHGMERE] Ucensing  Cetficstes  Looging  Mantenance  Backup & Restore  Admin Access  Settings

Deployment
ar|Er . Edit Node Group
Deployment
Py Node Group Name: ISE_Group
@i Description:
* Multicast Address: [226.10.1.12
Example: 225.10.11.12. Please make sure you are not using a
reserved/already-used multcast IP Address.
part of this Node Group can commuicate over IP multcast. Typically,
Submit | (Reset
© rep Notfications (0)

Step 8: On the General Settings tab, in the Personas section, next to the Administration Role, click Make
Primary.

Step 9: In the Include Node in Node Group list, choose ISE_Group.

i
€IS€O  Identity Services Engine ise-l  admin Logout  Feedback
# Home Operations v Polcy v Administration v ©6 Task Mavigatar = €3
—— =
ole System | &2 Identity Management B8 Metwork Resources 24 Guest Management
Deployrent Licensing Certificates Logging Maintenance Adrmin Access Settings
I's Deployment Nodes List » ise-1 -
Deployment =
&= i, | Edit Node
= ofe Deployment
& e EEEEIEENEEEY  profiing Configuration
£ ISE-Group
HOStRame jge-1
FQDM ise-1.cisca Jocal
1P Address 10.4.48.41
. Mode TYPe Identity Services Engine {ISE)
o
-
-
°  Personas
| Administration Role PRIMARY Make Standalone |
[ Maritoring Role priviary Other Monitoring Mode,
Policy Service =
Enabie Session Services
Include Node in Node Group | ETEEEE i
<Mone: =]
€ hep ISE-Group 0@ 0 | = MNotifications (0)

Next, you configure which methods are used to profile network endpoints.

On the Profiling Configuration tab, select RADIUS by placing a check mark as shown and then click Save.

.
r;mm Operations| v Policy | v Administration | v Setup Assistant ~ €)

o System | &8 y Managen - 0 6 Feed Service:
MBS Ucsvo  Cefiotes  loggng  Mantenance  Bacup&Restore  Admin Access  Settigs

Deployment Nodes Lis > fse-1
Edit Node a

General settings IR e )

Deployment
o i S
¢ Deployment
s o
@ s

» NETFLOW

» DHCP

» Network Scan (NMAP)

[m]

» DNS

[m]

» SNMPQUERY

o

» SNMPTRAP

O Hep
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Step 10: Select HTTP, use the default parameters, and then click Save.

i Home  Operations | v oy | v Administration| v

o System 4R L 0} 64 Feed Service
WBSGERN o Cefites  loggng  Mantenance  Beckup &Restore  Admin Access  Settings
Ee=re
Deployment
T @ Edit Node M
o i
oy
15 Group ] » NETFLOW ~
@ e
=} » DHCP
] » DHCPSPAN
[rjnrme
R —
i Description| The HTTP probe receives and
parses HTTP packets.
U, Network scan (nmap)
] » DNS v
O e

Step 11: At the top of the Edit Node window, click Deployment Nodes List. The Deployment Nodes window
appears.

TT——

ﬁﬁome Up‘d'_‘aﬁtﬁﬁl Policy |+ Administration | »

o's System 1 Identity Management [l Metwork Resources  |s4 Web Portal Management [ Feed Service

_ Licensing Certificates Logging Maintenance Backup & Restore Admin Access Settings
Deqd oyt B&% ise-1
- Edit Node
Qv = e

General Settings

Hostname ise-1
FQDN ise-1.cisco.local
IP Address 10.4.48.41
Node Type Identity Services Engine (ISE)

- Profiling Configuration
* %% Deployment
* M 15E_Group

1=y

Step 12: Click Register, and then choose Register an ISE Node.

~—
s Home Operstions| v Policy | v Admintraton | v
] [}

oz syem & 62 Feed Service
WESGRRHN Uccnsno  Cetficates  logging  Mintenance Backup & Restore  Admin Access_ Settigs

Deployment Nodes

Deployment
Selced0 | Tos 1§

@' @.

oy o Bocssie N C—
+ 8 52w O posf RS SENle o) s ) Sevees | Node staus
S [ se1——— 1€ Administration, Monitoring, Policy Service PRI(R), PRI(M) Al

Step 13: Enter the IP address or host name of the redundant Cisco ISE engine from Table 8 (in this example,

ise-2.cisco.local) and the credentials for the admin account, and then click Next.

" Home  Operations| v  Policy| ¥  Administration | v

e System " L1 Identity Management [ Metwork Resources  [14 Web Portal Management |1, Feed Service
[GEpiymentl Licensing  Certificates  logging  Maintenance  Backup & Restore  Admin Access  Seftings

et Deployment Nodes List > Specify Hostname

L v‘ = . Register ISE Node - Step 1: Specify Node Host FQDN d ) and G

v s} Deployment

v ISE_Group * Host FQDN ise-2.cisco.local
- . * User Name
- = Password
[ o )
€ Help S Notifications (0)
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Step 14: Select only Administration and Policy Service. In the Administration section under Role list ensure
Secondary is displayed. In the Policy Service section, in the Node Group list, Choose ISE_Group.

el | admin | Logout | Feedback
¢ Home  Operations| v Policy | v Administration | v

£ Identity Management  fjij Network Resources  [i4 Web Portal Management  [i;, Feed Service

System

=

Certificates  Logging ~ Maintenance  Backup & Restore  Admin Access  Settings

HES Deployment Nodes List > Gonfigure Node:
. Register ISE Node - Step 2: Configure Node
e &
@l i General Settings
v o2 Deployment
v 8 1SE Group Hostname ise-2
- FQDN ise-2.cisco local
1P Address 10.4.48.42
Node Type Identity Services Engine (ISE)

Personas

Administration Role SECONDARY

L[] Monitoring Role | SECONDARY Other Monitoring Node

8 Policy Service
Enable Session Services
Include Node in Node Group | ISE_Group B @
Hane
Enable Profiling Service ISE_Group {b
< >
I o

€} Help Notifications (0)

Step 15: Click Submit. The node registers, and a pop-up window displays letting you know that the process was
successful. Click OK.

Node was registered successfully. Data
will be sync’ed to the node, and then the
application server will be restarted on the
node. This processing may take several
minutes to complete.

b

Server Response
B e s oo succociuty,

Step 16: Verify that the sync of the resilient ISE node to the primary ISE node is completed. To refresh the status
of the node group, select the green refresh arrows and verify that both nodes are operational.

£ Home Operations | v Polcy| v Administration | v

[ Metwork Resources [ Web Portal Management [, Feed Service

ol» Systam S Identity Management

Licensing  Certfficates  Logging  Maintenance  Backup & Restore  Admin Access  Seftings
TR Deployment Nodes !

- Salected 0| Tota2 ] o
@-|e- @ E“
- = it [BlRegister v &) Syncup B oereoist Show [ All |8

v & ISE_Group [ Hostname ~ NodeTyps  Personas Role(s) Services [Node Status |

@ sz M ise-t 58 Administration, Monitoring, Policy Service PRI(A), PRI(M) Al

s M se2 = ‘Administration, Policy Service SEcoNDARY(R) Al
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Install the Cisco ISE license

Cisco ISE comes with a 90-day demo license for both the Base and Advanced packages. To go beyond 90 days,
you need to obtain a license from Cisco.

1 | Tech Tip
Cisco ISE 1.2 supports the following browsers: Mozilla Firefox Versions 5.x, 8.x, 9.x,
14.x, 15.x, 18.x, 19.x, and 20.x; and Microsoft Internet Explorer 8.x, 9.x, and 10.x.

Failure to use a supported browser may result in the inability to see various fields or
controls.

Step 1: Access the Cisco ISE GUI in your browser entering the IP address or hostname for the Cisco ISE server
that you just defined. (Example: https://ise-1.cisco.local or https://10.4.48.41)

Step 2: On the menu bar, mouse over Administration, and then, in the System section, choose Licensing.

Notice that you see only one node here because the secondary node does not require licensing.
Step 3: Click the name of the Cisco ISE server. This allows you to edit the license details.
Step 4: Under Licensed Services, click Add Service.

1 | Tech Tip

When installing a Base license and an Advanced license, you must install the Base
license first.

Step 5: Locate your license file by clicking Browse, select the license file, and then click Import.

I Be-l | admin | logout | Feedback
g

I e . —
e G /iy Home  Operations | ¥  Policy | ¥ Administration | v

r._'; System G Identity Management i Network Resources [z, Web Portal Management [ Feed Service

Deployment  [UCORSWGNN Certficates  Logging  Maintenance  Backup & Restore  Admin Access Seftings

Current Licenses > ise-1
Import new License File

* License File Browse.

[[impot [

€ bep Notifications (0)

Step 6: If you have multiple licenses to install such as an Advanced license, repeat the process for each license.


https://ise-1.cisco.local

Configure network devices in Cisco ISE

Configure Cisco ISE to accept authentication requests from network devices. RADIUS requires a shared secret
key in order to enable encrypted communications. Each network device that uses Cisco ISE for authentication
needs to have this key. By default, ISE will use the most specific device authentication credentials defined. As a
general best practice, defining both a catch all Default Device setting as well as specific groups for the various
wireless LAN controllers is recommended. This allows for the selection of specific policy selection that are then
mapped to guest wireless as well as campus wireless users.

Step 1: On the menu bar, mouse over Administration, and then, in the Network Resources section, choose
Network Devices.

Step 2: In the left pane, click Default Device.

1 | Tech Tip

Each network device can be configured individually, or devices can be grouped by
location, by device type, or by using IP address ranges. The other option is to use
the default device to configure the parameters for devices that aren’t specifically
configured. All of Cisco’s network devices have to use the same key, so for simplicity,
this example uses the default device.

Step 3: In the Default Network Device Status list, choose Enable.

Step 4: In the Shared Secret box, enter the RADIUS shared secret, and then click Save. (Example: SecretKey)

, T o
i
Identity Services Engine vTr——
ity d 7 Home Operations| v  Policy | v Administration | v Setup Assistant + )
ofe System 53 Kentity Management g Network Resources | [21] Web Portal Management [, Feed Service
Network Devices Network Device Groups: External RADIUS Servers RADIUS Server Sequences SGA AAA Servers NAC Managers MDM
Network Devices Default Network Device
F %) The default device definition can optienlly be used in cases where no specific device defintion is found that matches a device IP address
Defauit Network Device Stalus | Enapie | =
&F- 7
= Protocol  RADIUS
Network Devices »
. s s
B Defauk Device _Show,J

Enable KeyWrap  [] ¢
* Key Encryption Key

* Message Authenticator Code Key

Key Input Format = ASCIl
HEXADECIMAL
(- JE=

€ belp Notifications (0)




Next, create a Device group that contains the Anchor Guest wireless LAN controllers within the DMZ Internet
edge. This will be used later when we define a policy that will be applied to authentication requests from guest
users that will use the Sponsor Portal Identity Store, which, starting with Cisco ISE 1.2, is separate from the
Internal identity store.

Step 5: Within Cisco ISE, navigate to Administration > Network Resources > Network Device Groups.

Services Engine
': /3> Home Operations| ¥  Policy|¥  Administration | v

ofo System S Identity Management g Network Resources  [15 Web Portal Management <% System 4% Identity Management
Network Devices | INGEWORUDSVESIGIUASN] Exteral RADIUS Servers  RADILS Server Sequer  D=PRYment Identities

Licensng Groups
Notwork Devics Groups Network Device Groups Certificates Extenal Tdentity Sources

Logging 1dentity Source Sequences
- ] Maintenance Settings
a-|e- & Edt ofeadd [fyDupicate Dekete | § Backup & Restore [ eb Portal Management
» [ Groups O Name « Type Admin Access Sponsor Group Policy

[ Al Device Types Device __ Settings Sponsor Groups
B Network Resources Settings

All Locations Locati
o Network Devices

[Nefwork Device Groups |
External RADIUS Servers
RADIUS Server Seguences
SGA AAA Servers
NAC Managers
MDM

B Feed Service
Profiier

Step 6: Expand Groups and All Device Types, and then add a new Device Type called WLC-Guest by selecting
+Add as shown. This creates a new Device Type called WLC-Guest that will be used later in the configuration to
trigger policy specific to wireless guest users.

Frr T —
'; /) Home Operations| ¥  Policy|¥  Administration | ¥

=% System %1 Identity Management g Network Resources  [2t] Web Portal Management |5 Feed Service
Network Devices  [INGEWOIRDEVIGEIGIOUPS I External RADIUS Servers  RADIUS Server Sequences  SGA AAA Servers  NAC Managers  MDM

_ Network Device Groups > All Device Types List > New Network Device Grou
Network Device Groups x e 2

Network Device Groups
[' £ ] * Mame
:
ar e .

Description | Guest Wireless LAN Controllers
* [ Goups

*
T [ —
N ﬂAII: e T ¥YP€ | Device Type

&4 Al Loctens Cancsl |

Step 7: Navigate to Administration > Network Resources > Network Devices, and then select +Add. A new
network device is added.

Step 8: On the Network Devices template that appears, provide a Name and Description for this set of wireless
LAN controllers (WLCs).

Step 9: In the IP Address box, provide a network range that is inclusive of the WLC(s) within the DMZ. In this
deployment, specify any WLC that resides in the Internet edge DMZ, specifically in the 192.168.19.0/24 network.
You can be more or less specific depending on the number of WLC(s) within your Internet edge.

Step 10: Under Network Device Group > Device Type, select WLC-Guest, which was defined previously.
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Step 11: Under Authentication Settings, disable the select Enable KeyWrap, and then, in the RADIUS Shared
Secret box, enter the shared secret key (Example : SecretKey).

g Al e ST
o Sytem 58 Identky Management g Network Resources 25 Web Portal Management [ Feed Servce
= oS SeverSeencs S A Severs NAChrges MM
— e ———
R ) “ tame
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i Oefouk Device

- padins: / @
vecetvane 5]
B |
* Network Device Group

Locatln Set To Defaut |
Device TYoe [WLC Guest O]  (SetTobefaut |

~ Authentiation Settings.

Enable Authentication Settings
Protocol  RADIUS

* Shared Secret )
Encble KeyWp (3 ¢
* Key Encryption Key
= Message Authenticator Code Key Sho
Key Input Fomat = ASCII HEXADECIHAL

O s swp sattings

Configure Cisco ISE to use Active Directory

Cisco ISE uses the existing Active Directory (AD) server as an external authentication server. First, you configure
the external authentication server.

Step 1: On the menu bar, mouse over Administration, and then, in the Identity Management section, choose
External Identity Sources.

Step 2: In the left panel, click Active Directory.

Step 3: On the Connection tab, configure the connection to the AD server by entering the AD domain (Example:
cisco.local), the name of the server (Example: AD1), and then click Save Configuration.

Step 4: Verify these settings by selecting the node, clicking Test Connection, and then choosing Basic Test.

Step 5: Enter the credentials for a domain user, and then click OK.

Bel | admn | Llegout | Feedback
Engine
ng! 7)) Home Operations [ v  Policy| ¥ Administration | v

ofo System 5 Identiy ] |22] Web Portal ) FeedSenvice
Identites  Groups | |EXASTTBIIGENOYSOURCESIT  Identity Source Sequences  Settings

Active Drectory > AD

Advanced Settings Groups Attributes

External Identity Sources

@ E 5 n
£ Certificate Authentication Profie 5 * Domain Name[ ciscolocal | m
<4 Active Diectory * Identity Store Name| AD1
& Loap > Gne or more nodes may be selected for Join o Leave operations. If a node is joined then a leave operation is required before a rejoin.

- Select one node for Test Connection.
£ RADIUS Token »

- Join Leave Test Connection 9= Refresh
(] RSA SecurlD > —

[T ISE Node a ISE Node Role Status
[M iset.ciscolocal PRIMARY Connected to: ad.ciscalocal
© [ ise2ciscolocal SECONDARY Connected to: ad.cisco.local =
« m o152
Save Configuration | Delete Configuration
€ kelp Notifications (0)
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Step 6: Select the nodes and then click Join. Enter the credentials for the domain administrator account
(Example: administrator / c1sco123), and then click OK.

Join Doman

* User Name: Administrator
* Password: fee.

When the Cisco ISE nodes successfully join the domain, the following message displays.

The list below shows the status of the requested operation for each node

Status: Successful. Please allow two minutes for the status to be refiected, then press Refresh.

Step 7: Click Close.

Configure AD groups for Cisco ISE authentication

In order to provide Cisco ISE with a group of users to use the sponsor portal, select the AD group or groups that
contain the users that the Sponsor Portal are provided. Choose all the users within the cisco.local domain as this
set of users will also be used by ISE to authenticate non-guest users to the wireless network. Select a group
that is more specific for the sponsor portal such as an AD group that contains all employees who fulfill the role of
lobby ambassador within your organization.

Step 1: On the menu bar, move your mouse over Administration, and then, in the Identity Management section,
choose External Identity Sources.

Step 2: In the left panel, click Active Directory.
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Step 3: Click the Groups tab, click Add, and then click Select Groups from Directory.

Step 4: Within the list of groups, search for all of the groups you wish to add. The domain box is already filled in
and does not need to be changed. The default filter is a wildcard to list all groups. If you want to get a list of all
groups within your domain, click Retrieve Groups.

Step 5: Select the groups you want to use for authentication, and then click OK. For example, if you want to
select all users in the domain, select the group <domain>/Users/Domain Users.

Select Directory Groups

This dialog is used to select groups from the Directory. Click Retrieve Groups.. to read directory
Use * for wildcard search (i.e. admin®). Search fiter applies to group name and not the fully qualified path.

Domain: | cisco.local

Fiter  [= | Retrieve Groups..] Number of Groups Retrieved: 77 (Limit is 100)

Name a  Group Type
cisco.local/Users/Denied RODC Password Replication Group LOCAL -
cisco locallUsers/DnsAdmins LOGAL
cisea locallUsers/Dns UpdateProxy GLOBAL
cisco local/Users/Domain Admins GLOBAL
cisco.local/Users/Domain Computers GLOBAL
cisco local/Users/Domain Controllers GLOBAL
cisco locallUsers/Domain Guests GLOBAL
cisca locallUsers/Domain Users. GLOBAL
cisco local/Users/Enterprise Admins UNIVERSA
cisco.local/Users/Enterprise Read-only Domain Controllers UNIVERSA
cisco local/Users/Finance GLOBAL
cisco localUsers/Group Policy Greator Owners GLOBAL
cisco locallUsers/HR GLOBAL

cisco local/Users/iT GLOBAL

J0o000o0oo0oROO0OO0O0oDoog

by Acimins anrar T
r

[ o« =N

Step 6: Click OK, and then click Save Configuration.

Be-l | admin | logout | Feedback
-es Engine T
& 7y Home Operations | ¥  Policy| ¥  Administration | v
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(] Certificate Authentication Profile > Edi dpAdd v 3¢ Dekete Group
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Save Configuration | Delete Configuration
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Configuring On-Site AireOS Wireless Controllers

—_

Configure services block for the Cisco 2500, WiSM2 or 5500 Series WLC
Connecting the redundancy port for Cisco 5500 Series WLC

Configure the switch for Cisco WiSM2 Series WLC

Configure the WLC Cisco AireOS platforms by using the Startup Wizard
Configure the time zone

Configure SNMP

Limit which networks can manage the WLC

Configure wireless user authentication using Cisco ISE

© O N O g 0N

Configure management authentication using Cisco ACS
10.Enable multicast support

11. Create the WLAN data interface

12.Create the wireless LAN voice interface

13.Configure the data wireless LAN for multicast
14.Configure the voice wireless LAN

15.Configure the resilient Cisco 2500 Series controller
16.Enable Band Select and ClientLink on Cisco AireOS WLCs
17. Enable 802.11ac using DCA on Cisco AireOS WLCs

In an on-site local-mode deployment, the wireless LAN controller and access points are co-located. The
wireless LAN controller is connected to a services block in the data center and traffic between wireless LAN
clients, and the LAN is tunneled in Control and Provisioning of Wireless Access Points (CAPWAP) protocol
between the controller and the access points.

This section covers the Cisco AireOS Wireless LAN Controllers operating in Cisco Unified Wireless Network
(CUWN) mode. In this mode, both the Mobility Controller (MC) and Mobility Agent (MA) services are not
separated and both remain on the WLC. Because the AireOS controllers for on-site local-mode deployment
(Cisco WiSM2, 5508, 2504 Wireless Controllers) differ from that of the Cisco I0S-XE 5760 controller, the 5760
Series WLC configuration details are covered in the “Configuring On-Site 5760 (I0S-XE) Wireless Controller”
section of this guide.

If you are deploying remote access points using Cisco FlexConnect, proceed to the “Configuring Remote-Site
Wireless with Cisco FlexConnect” process.

This guide supports the Cisco 5760, WiSM2, 5500 and 2500 Series WLCs for use in an on-site local-mode
design. When installing WiSM2 and 5500 Series WLCs, a high availability feature known as high availability
Stateful Switchover (HA SSO) is available on these platforms. In this high availability mode, the resilient, or
secondary, WLC uses the redundancy port in order to negotiate with its configured primary WLC and assumes
the AP license count along with the configuration of the primary WLC.

In HA SSO mode, configuration synchronization and keep-alive monitoring occurs over a dedicated redundancy
port (labeled as RP) using either a dedicated straight through Ethernet cable, or a layer 2 connection that meets

the HA SSO Redundancy Port requirements.



The Cisco 2500 Series WLC does not support the HA SSO feature and instead must be paired with the resilient
WLC by using a mobility group in order to achieve resiliency. Unlike HA SSO paired Wireless LAN Controllers,
each Cisco 2500 Series WLC has a unique IP address on the management interface and operates in a
redundancy model referred to as N+1.

Table 9 - Cisco on-site wireless controller parameters checklist

CVD values CVD values
Parameter primary controller resilient controller Site-specific values
Controller parameters
Switch interface 1/0/3, 2/0/3 1/0/4, 2/0/4
number
Management VLAN 275 275
number
Service Port VLAN 1172 172
number (WiSM2
Only)
Redundancy Port 1173 1173
VLAN number
(WiSM2 only)
Time zone PST-80 PST-80
IP address 10.4.175.64/24 10.4.175.65/24°
Default gateway 10.4.175.1 10.4.175.1
Redundant manage- | 10.4.175.164' 10.4.175.165!
ment IP address (HA
SS0)
Redundancy port Dedicated Ethernet Dedicated Ethernet cable'
connectivity (HA cable' Layer 2 network? | Layer 2 network?
SSo)!
Hostname WLC-1 WLC-23
Local administrator admin/C1sco123 admin/C1sco123
username and
password
Mobility group name | CAMPUS CAMPUS
Primary Cisco ISE 10.4.48.41 10.4.48.41
RADIUS server IP
address
Secondary Cisco ISE | 10.4.48.42 10.4.48.42
RADIUS server IP
address
Network RADIUS SecretKey SecretKey
shared key
Management 10.4.48.0/24 10.4.48.0/24
network
ACS TACACS server | 10.4.48.15 10.4.48.15
IP address
TACACS shared key | SecretKey SecretKey
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Table 9 (continued) - Cisco on-site wireless controller parameters checklist

CVD values CVD values
Parameter primary controller resilient controller Site-specific values

Wireless data network parameters

SSID WLAN-Data WLAN-Data
VLAN number 116 116

Default gateway 10.4.16.1 10.4.16.1
WLC controller 10.4.16.5/22 10.4.16.6/22

interface IP address

Wireless voice network parameters

SSID WLAN-Voice WLAN-Voice
VLAN number 120 120

Default gateway 10.4.20.1 10.4.20.1
WLC controller 10.4.20.5/22 10.4.20.6/22

interface IP address

Notes:
1. HA SSO is only supported on the Cisco 5500, WiSM2, 7500 Series WLC.

2. HA SSO over Layer 2 network support is supported on Cisco 5500, WiSM2, and 7500 Series WLC
provided the redundancy port round-trip time is less than 80 milliseconds

3. The resilient Cisco 2500 Series WLC will require an IP address, as HA SSO is not supported on this

platform. Starting in Cisco AireOS release 7.6, N+1 redundancy using a high availability SKU is available
on 2500 Series WLC.

Configure services block for the Cisco 2500, WiSM2 or 5500 Series WLC

The shared services block is comprised of two Cisco 6500 Series Switches configured as a Virtual Switching
System (VSS) supporting wireless LAN controller services for campus-based wireless access. Use this
procedure to configure connectivity for Cisco 2500, 5500 or WiSM2 series WLC within the VSS services block.

1 | Tech Tip

The wireless LAN controllers that provide Cisco FlexConnect services to remote sites
(such as Cisco 7500 and vWLC Series Wireless Controllers) are not connected to the
services block and remain within the data center access layer. The configuration of
FlexConnect controllers for remote sites is covered in the “Configuring Remote-Site
Wireless with Cisco FlexConnect” process later in this guide.



Step 1: Within the Cisco Catalyst 6500 VSS services block, create the wireless VLANS for connectivity to the
data, voice, and wireless LAN controller VLANs. The management VLAN can contain other Cisco appliances and
does not have to be dedicated to the WLCs.

vlan 116

name WLAN Data
exit

vlan 120

name WLAN Voice
exit
vlan 275

name WLAN Mgmt
exit

Step 2: Configure a switch virtual interface (SVI) for each VLAN. This enables devices in the VLAN to
communicate with the rest of the network.

interface Vlanllé

description Wireless Data Network

ip address 10.4.16.1 255.255.252.0

ip pim sparse-mode

no shutdown

!

interface V1anl20

description Wireless Voice Network

ip address 10.4.20.1 255.255.252.0

ip pim sparse-mode

no shutdown

!

interface V1an275

description Wireless Management Network

ip address 10.4.175.1 255.255.255.0

ip pim sparse-mode

no shutdown

Step 3: Configure an 802.1Q trunk to be used for the connection to the appliance based wireless LAN
controllers (2500 or 5500). This permits Layer 3 services for each of the networks defined on the WLC. The
VLANS allowed on the trunk are limited to only the VLANSs that are active on the WLC. The trunk is built using
multiple Ethernet interfaces grouped into a logical PortChannel configuration for resiliency.

1 | Tech Tip

If you are deploying a Cisco Catalyst 3750 Series LAN switch stack as a services
block, you need to add the switchport trunk encapsulation dot1g command to the
Port-channel configuration. Additionally, if you are using the 6500 with 1-Gigabit
Ethernet ports, apply the EgressQoSOneGig macro instead of the EgressQoS macro.
These macros are defined in the Campus Wired LAN Technology Design Guide.


http://cvddocs.com/fw/220-14b

interface GigabitEthernet [port 1]
description To WLC Port 1
interface GigabitEthernet [port 2]
description To WLC Port 2
!
interface range GigabitEthernet [port 1], GigabitEthernet [port 2]

switchport

macro apply EgressQoS

! for 6500 with 1Gbps Ethernet, use:

! macro apply EgressQoSOneGig

channel-group [number] mode on

logging event link-status

logging event trunk-status

logging event bundle-status
!
interface Port-channel [number]
description To WLC

switchport trunk allowed vlan 116,120,275
switchport mode trunk

logging event link-status

no shutdown

Step 4: Repeat Step 3 for each of the appliance-based wireless LAN controllers (Cisco 2500 or 5500 Series
Wireless Controllers) in your environment.

Connecting the redundancy port for Cisco 5500 Series WLC

If you are using a Cisco 5500 Series WLC pair and wish to enable the HA SSO feature, continue with this
procedure. When using high availability, a dedicated special-purpose port is available on the Cisco 5500 Series
WLC. This port is located on the in the lower left of the front panel.

Step 1: If you are connecting Cisco 5500 Series WLC RP ports directly using an ordinary Ethernet cable,
connect it as shown in the following.

Primary AIR-CT5508-50-K9

Cisco 5500 Series Wireless Controller

Model 5508
nanne

Redundancy Port

Cisco 5500 Series Wireless Controller

Model 5508
2aRR

Resilient AIR-CT5508-HA-K9



Step 2: If you are connecting Cisco 5500 Series WLC RP ports over an extended L2 network, the following
requirements must be met:

- Round-trip time (RTT) latency on the redundancy link: 80 ms or less for the default keep-alive timeout or
80 percent of the configured keep-alive timeout

- Preferred maximum transmission unit (MTU) on the redundancy link of 1500 or above

- Bandwidth on the redundancy link: 60 Mbps or more

Primary AIR-CT5508-50-K9

Cisco 5500 Series Wireless Controller

Model 5508
2 RER

Redundancy Port
Layer 2 Network

Cisco 5500 Series Wireless Controller

Model 5508
2 RA8R

Resilient AIR-CT5508-HA-K9

Configure the switch for Cisco WiSM2 Series WLC

When using two Cisco WiSM2 Wireless LAN Controller service modules with HA SSO, the WiSM2 must conform
to one of the following deployment topologies:

- Two Cisco WiSM2 WLCs on the same Cisco Catalyst 6500 Series chassis

- Two Cisco WiSM2 WLCs on different Cisco Catalyst 6500 Series chassis with the redundancy VLAN
extended over the Layer 2 network and conforming to the same redundancy port (RP) requirements for
bandwidth, latency, and MTU

- Two WiSM2 WLCs on different Cisco Catalyst 6500 Series chassis when configured using VSS

Because Cisco WiSM2 does not have a physical redundancy port, the VLAN used with the redundancy port must
first be defined on the Cisco Catalyst 6500 Series VSS switch. If you are using a 6500 VSS and WiSM?2, create
the VLAN used for the redundancy port by using the following steps.

Step 1: Access the CLI of the Cisco Catalyst 6500 Series VSS Switch and create the redundancy VLAN for the
Cisco WiSM2 Wireless LAN Controller.

vlan 1173
name WiSM2-RedundancyPort
exit



Step 2: Create the Cisco WiSM2 service port and SVI for the service port VLAN.
vlan 1172
name WiSM2-Service-Port
exit
!
interface V1anll72
ip address 172.16.10.1 255.255.255.0

exit

1 | Tech Tip

Unlike the service port, the redundancy port for Cisco WiSM2 on the Cisco 6500 VSS
chassis does not require a switch virtual interface (SVI). This is because the IP address
used for the redundancy port is automatically assigned a unique IP address. The format
of the address is 169.254.xx.yy, with the final two octets derived from the last two
octets of the redundancy management IP address. This address is configured during
the HA SSO configuration setup.

Step 3: Create a local DHCP scope for the service port on the Cisco Catalyst 6500 Series VSS and exclude the
default gateway from the DHCP scope. This allows the Cisco WiSM2 to obtain an IP address for its service port
automatically upon boot.
ip dhcp pool wism2-service-port
network 172.16.10.0 255.255.255.0
default-router 172.16.10.1
ip dhcp excluded-address 172.16.10.1 172.16.10.50

Step 4: Assign the service port and redundancy port VLAN.

wism service-vlan 1172

wism redundancy-vlan 1173

Step 5: Assign the allowed VLANSs for data, voice, and management, and the native VLAN for the Cisco WiSM2.
wism switch 1 module 4 controller 1 allowed-vlan 116,120,275
wism switch 2 module 4 controller 1 allowed-vlan 116,120,275
wism switch 1 module 4 controller 1 native-vlan 275

wism switch 2 module 4 controller 1 native-vlan 275

Step 6: Configure the Cisco WiSM2 to trust DHCP and apply VLAN-based QoS.
wism switch 1 module 4 controller 1 gos trust dscp
wism switch 2 module 4 controller 1 gos trust dscp
wism switch 1 module 4 controller 1 gos vlan-based

wism switch 2 module 4 controller 1 gos vlan-based



1 | Tech Tip

If you are using the Cisco WiSM2 with HA SSO enabled on a SUP2T, verify that you are
running version 15.1(2)SY at a minimum. With versions prior to 15.1(2)SY the following
workaround was used to prevent APs from re-registering during an HA SSO failover
event.

port-channel hash-distribution fixed

Step 7: Reset the Cisco WiSM2 modules manually by removing and reinserting them into the Cisco Catalyst
6500 Series chassis or by using the following CLI commands.

hw-module switch 1 module 4 reset

hw-module switch 2 module 4 reset

Configure the WLC Cisco AireOS platforms by using the Startup Wizard

After the WLC has been powered on and/or rebooted, you need to initially configure the Cisco AireOS WLC by
using the CLI Startup Wizard.

Once connected, upon initial boot up of the WLC, you should see the following on the console. If you do not see
this, press - a few times to force the startup wizard to back up to the previous step.

Welcome to the Cisco Wizard Configuration Tool

Use the ‘-' character to backup

Step 1: Terminate the autoinstall process.

Would you like to terminate autoinstall? [yes]: YES

Step 2: Enter a system name. (Example: WLC-1)

System Name [Cisco 7e:8e:43] (31 characters max): WLC-1

Step 3: Enter an administrator username and password.

1 | Tech Tip

Use at least three of the following four classes in the password: lowercase letters,
uppercase letters, digits, or special characters.

Enter Administrative User Name (24 characters max): admin
Enter Administrative Password (24 characters max): ****x*

Re-enter Administrative Password R

Step 4: If you are deploying the Cisco 5500 or WiSM2 Series Wireless LAN Controller, use DHCP for the service
port interface address.

Service Interface IP address Configuration [none] [DHCP]: DHCP



Step 5: If you are deploying the Cisco 5500 or 2500 Series Wireless LAN Controller, enable Link Aggregation
(LAG).

Enable Link Aggregation (LAG) [yes][NO]: YES

Step 6: Enable the management interface. If you are configuring the secondary resilient controller in an HA
controller pair, this IP address will only be in use during the first boot up of the WLC. Once the secondary
resilient WLC downloads the configuration from the primary WLC, the secondary becomes a member of the
HA controller pair. The secondary WLCs IP address is no longer used. In an N+1 configuration however, the
secondary resilient controller is not part of the HA controller pair and will have its own unique IP address as
configured.

Management Interface IP Address: 10.4.175.64

Management Interface Netmask: 255.255.255.0

Management interface Default Router: 10.4.175.1

Step 7: If you are configuring a Cisco WiSM2, the native VLAN is assigned on the Cisco 6500 VSS switch for
the WiSM2. Configure the Management Interface VLAN Identifier as untagged. The tag for other devices is
configured in the next step.

Management Interface VLAN Identifier (0 = untagged): 0

Step 8: If you are configuring a Cisco 5500 or 2500 Series WLC, you need to configure the Management
Interface VLAN Identifier explicitly.

Management Interface VLAN Identifier (0 = untagged): 275

1 | Tech Tip

If you are configuring the Cisco 2500 Series Wireless LAN Controllers, you need to
configure both WLCs individually as they do not support HA SSO and are therefore
managed and configured separately. (Examples: 10.4.175.64 for WLC-1 and
10.4.175.65 for WLC-2)

Step 9: Enter the DHCP server for clients. (Example: 10.4.48.10)

Management Interface DHCP Server IP Address: 10.4.48.10

Step 10: If you are deploying a Cisco 5500 or WiSM2 Series Wireless LAN Controller, enable HA SSO. The
2500 Series Wireless LAN Controller does not support HA SSO.

Enable HA (Dedicated Redundancy Port is used by Default) [yes] [NO]: YES
If you are configuring the primary controller in an HA controller pair use the following values.

Configure HA Unit [PRIMARY] [secondary]: PRIMARY
Redundancy Management IP Address: 10.4.175.164
Peer Redundancy Management IP Address: 10.4.175.165

If you are configuring the secondary controller in an HA controller pair use the following values.

Configure HA Unit [PRIMARY] [secondary]: SECONDARY
Redundancy Management IP Address: 10.4.175.165
Peer Redundancy Management IP Address: 10.4.175.164



Step 11: The virtual interface is used by the WLC for mobility DHCP relay, guest web authentication and
inter-controller communication. Enter an IP address that is not used in your organization’s network. (Example:
192.0.2.1)

Virtual Gateway IP Address: 192.0.2.1

Step 12: If you are configuring a Cisco 2500 Series Wireless LAN Controller, enter a multicast address for
delivery of IP multicast traffic by using the multicast-multicast method. This multicast address will be used by
each AP in order to listen for incoming multicast streams from the wireless LAN controller. (Example: 239.1.1.1)

Multicast IP Address: 239.1.1.1

1 | Tech Tip

The multicast address must be unique for each controller or high availability controller
pair in the network. The multicast address entered is used as the source multicast
address, which the access points registered to the controller use for receiving wireless
user-based multicast streams.

Step 13: Enter a name for the default mobility and RF group. (Example: CAMPUS)
Mobility/RF Group Name: CAMPUS

Step 14: Enter an SSID for the WLAN that supports data traffic. This is used later in the deployment process.

Network Name (SSID): WLAN-Data
Configure DHCP Bridging Mode [yes][NO]: NO

Step 15: Enable DHCP snooping.
Allow Static IP Addresses {YES][no]: NO

Step 16: Do not configure the RADIUS server now. You will configure the RADIUS server later by using the GUI.

Configure a RADIUS Server now? [YES][no]: NO
Warning! The default WLAN security policy requires a RADIUS server.

Please see documentation for more details.

Step 17: Enter the correct country code for the country where you are deploying the WLC.

Enter Country Code list (enter ‘help’ for a list of countries) [US]: US

Step 18: Enable all wireless networks.

Enable 802.11b network [YES] [no]: YES
Enable 802.11a network [YES][no]: YES
Enable 802.11g network [YES][no]: YES

Step 19: Enable the radio resource management (RRM) auto-RF feature. This helps you keep your network up
and operational.

Enable Auto-RF [YES] [no]: YES

Step 20: Synchronize the WLC clock to your organization’s NTP server.

Configure a NTP server now? [YES] [no]:YES
Enter the NTP server’s IP address: 10.4.48.17
Enter a polling interval between 3600 and 604800 secs: 86400



Step 21: Save the configuration.

Configuration correct? If yes, system will save it and reset. [yes][NO]: YES
Configuration saved!

Resetting system with new configuration..

If you respond with no, the system restarts without saving the configuration, and you have to complete this
procedure again. Please wait for the “Configuration saved!” message before power-cycling the Wireless LAN
Controller.

The WLC resets and displays a User: login prompt.

(Cisco Controller)
Enter User Name (or ‘Recover-Config’ this one-time only to reset configuration to
factory defaults)

User:

If you configured the secondary 5500 or WiSM2 controller as a high availability controller pair, then the
configuration for the secondary controller is complete. After the system reset finishes, the secondary controller
downloads its configuration from the primary. Web access to the HA pair is obtained by using the IP address
assigned to the management interfaces of the primary controller. Because no further steps in this procedure or
process are used when configuring the secondary controller in an HA pair, you must use the following steps and
procedures only for initial configuration of the primary controller.

Configure the time zone

Configuring the time and date of the WLC is critical, because certificate validation is performed using the date/
time as configured on the WLC. Improper date/time may prevent access points from successfully registering
with the WLC. Ensure that the proper data and time has been obtained from the NTP server as configured in the
Startup Wizard.

Step 1: Use a web browser to log in to the Cisco Wireless LAN Controller administration web page by using the
credentials defined in Step 3. (Example: https://10.4.175.64)

Step 2: Navigate to Commands > Set Time.

Step 3: In the Location list, choose the time zone that corresponds to the location of the WLC.



Step 4: Click Set Time zone.

Save Configuration  Ping  Logout Refresh

CISCO MONITOR ~ WILANs CONTROLLER  WIRELESS  SECURITY MANAGEMENT  COMMANDS HELP  EEEDBACK
Commands Set Time Set Date and Time Set
Download File
upload File Current Time Wed Oct 2 18:00:21 2013
Reboot
Date
Config Boot
» scheduled Reboot Manth October  ~
Reset to Factory Day 2 -
P Year 2013
Set Time
Login Banner Time
»
Hour 18 -
Minutes 0
Seconds 21
Timezone
Delta hours [0 mins |0
Location® GMT -8:00) Pacific Time (US and Canada -
Foot Notes
1. Automatically sets daylight savings time where used.

Step 5: Press OK when prompted that continuing will cancel any scheduled system resets. Any scheduled
system resets will be canceled as changing the time zone may cause a system reset at an undesirable time.

Message from webpage !!“

|® The scheduled system reset will be cancelled. Are you sure you
want to cantinue

oK | | Cancel

Configure SNMP

Step 1: In Management > SNMP > Communities, click New.
Step 2: Enter the Read Community Name. (Example: cisco)
Step 3: Enter the IP Address of your network management network. (Example: 10.4.48.0)

Step 4: Enter the IP Mask for the network management network. (Example: 255.255.255.0)
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Step 5: In the Status list, choose Enable, and then click Apply.

Save Configuration ~ Ping  Logout Refresh

CONTROLLER ~ WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

CIsCo MONITOR ~ WLANS
Management SNMP v1 / v2¢ Community > New < Back Apply
Summary Community Name cisco
v ELD 1P Address 10.4.48.0
General
SNMP V3 Users IP Mask 255.255.255.0

Communities Access Mode Read Only =
Trap Receivers
Trap Controls
Trap Logs

Status Enable -

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
» Logs

Mgmt Via Wireless
b Software Activation
» Tech Support

Step 6: In Management > SNMP > Communities, click New.

Step 7: Enter the Read/Write Community Name. (Example: cisco123)

Step 8: Enter the IP Address of your network management network. (Example: 10.4.48.0)

Step 9: Enter the IP Mask of your network management network. (Example: 255.255.255.0)

Step 10: In the Access Mode list, choose Read/Write.

Step 11: In the Status list, choose Enable, and then click Apply.

Saye Configuration ~ Ping  Logout Refresh

CONTROLLER ~ WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

CISCo MONITOR  WLANS
Management SNMP v1 / v2c Community > New < Back Apply
SR Community Name  ciscol23
~ BT IP Address 10.4.48.0

General

SNMP V3 Users TP Mask
Communities Agcess Mode Read/Write
Trap Receivers
Trap Controls
Trap Logs

255,255.255.0

Status Enable =

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
b Logs

Mgmt Via Wireless
b Software Activation

» Tech Support

Step 12: Navigate to Management > SNMP > Communities.
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Step 13: On the right side of the public community, point and click the blue down arrow, and then click Remove.

Step 14: On the “Are you sure you want to delete?” message, click OK.

Step 15: Repeat Step 13 and Step 14 for the private community string. You should have only the read-write and
read-only community strings, as shown.

Cisco

MONITOR ~ WLANS

CONTROLLER ~ WIRELESS

Saye Configuration ~ Ping  Logout Refresh

SECURITY ~ MANAGEMENT COMMANDS HELP FEEDBACK

Communities
Trap Receivers
Trap Controls
Trap Logs

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
b Logs

Mgmt Via Wireless
» software Activation

¥ Tech Support

gisco123

10.4.48.0
10.4.48.0

Management SNMP v1 / v2¢ Community
Summary

+ SNMP Community Name
General dsco
SNMP V3 Users

IP Address

New...
P Mask Access Mode  Status
255.255.255.0  Read-Only Enable -]
255.255.255.0  Read-Write Enable -]

Step 16: Navigate to Management > SNMP > General and disable SNMP v3 Mode, then press Apply.

MONITOR  WLANs

CONTROLLER ~ WIRELESS

SECURITY  MANAGEMENT COMMANDS

Cisco
Management

Summary

v SNMP
General
SNMP V3 Users
Communities
Trap Receivers
Trap Controls
Trap Logs
HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions

» Logs

SNMP System Summary

Name
Location

Contact

System Description

System Object ID

SNMP Port Number
Trap Port Number
SNMP v1 Mode
SNMP v2c Mode

SNMP v3 Mode

[vwic-Remotesites-1

Cisco Controller

1.3.6.1.4.1.9.1.1631

161

[162

bya

Step 17: Navigate to Management > SNMP Communities > SNMP V3 Users.
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Step 18: On the right side of the default User Name, point and click the blue down arrow, and then click

Remove.
Save Configuration  Ping Logout Refresh
DL L
CISCOo MONITOR  WILANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Management SNMP V3 Users New...
Summary
* SNMP User Name Access Level Auth Protocol Privacy Protocol
General .
default Readwrite HMAC-SHA AES
SNMP V3 Users
Communities

Trap Recelvers
Trap Controls
Trap Logs

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
b Logs

Mgmt Via Wireless
} Software Activation

¥ Tech Support

Step 19: Press OK to confirm that you are sure you want to delete, then press Save Configuration.

Save Configuration Ping Logout Refresh

CISCO MONITOR WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT <COMMANDS HELP FEEDBACK
Management SNMP V3 Users Lol
Summary
v SNMP User Name Access Level Auth Protocol Privacy Protocol
g:’:;‘?:a G default Readwrite HMAC-SHA ace
sers
o Message from webpage @

Trap Receivers

Trap Controls e

Trap Logs ‘g Are you sure yvou want to delete 7
HTTP-HTTPS

Telnet-SSH

Local Management
Users

User Sessions
¥ Logs

Mgmt Via Wireless

-

Software Activation

-

Tech Support

1 | Tech Tip

Changes to the SNMP configuration may sometimes require you to reboot the WLC.

Limit which networks can manage the WLC

(Optional)

In networks where network operational support is centralized, you can increase network security by using an
access control list in order to limit the networks that can access your controller. In this example, only devices on
the 10.4.48.0/24 network are able to access the controller via Secure Shell (SSH) Protocol or https using SSL.
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Step 1: In Security > Access Control Lists > Access Control Lists, click New.

Step 2: Enter an access control list name (Example: ACL-Mgmt-Access-Rules), select IPv4 as the ACL type, and
then click Apply.

Step 3: In the list, choose the name of the access control list you just created, and then click Add New Rule.

Step 4: In the window, enter the following configuration details
Sequence—1
Source—IP Address—10.4.48.0 [ 255.255.255.0
Destination—Any
Protocol-TCP
Destination Port=HTTPS

- Action—Permit

Saye Configuration Ping Logout Refresh

MONITCR ~ WLANs CONTROLLER WIRELESS  SECURITY MANAGEMENT  COMMANDS HELP  FEEDBACK

Security Access Control Lists > Rules > New < Back Apply
SRS Sequence 1
» Local EAP 1P Address Netmask
} Priority Order Source 1P Address = 10.4.48.0 255.255.255.0
¥ Certificate Destination Any -
¥ Access Control Lists
Access Control Lists protocol CcP hd
CPU Access Control
Lists -
FlexConnect ACLs Source Port Any
Layer2 ACLs
Destination Port HTTPS -
Wireless Protection
Policies bsch pe .
» Web Auth
Direction Any -

TrustSec SXP
Local Policies Action Permit -

¥ Advanced

Then click Apply.
Step 5: Repeat Step 3 through Step 4 using the configuration details in the following table.

Table 10 - Access rule configuration values

Sequence | Source Destination | Protocol Source port Destination port Action

1 10.4.48.0/ Any TCP Any HTTPS Permit
255.255.255.0

2 10.4.48.0/ Any TCP Any Other/22 Permit
255.255.255.0

3 Any Any TCP Any HTTPS Deny

4 Any Any TCP Any Other/22 Deny

5 Any Any Any Any Any Permit
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Security

¥ AAA

» Local EAP

» Priority Order
¥ Certificate

+ Access Control Lists

Access Control Lists
CPU Access Control
Lists

FlexConnect ACLs
Layer2 ACLs

Wireless Protection
Policies

¥ Web Auth
TrustSec SXP
Local Policies

¥ Advanced

MONITOR ~ WLANs

CONTROLLER  WIRELESS

Saye Configuration  Ping

Logout Refresh

SECURITY MANAGEMENT  COMMANDS HELP  EEEDBACK

Access Control Lists > Edit <Back | Add New Rule
General
Access List Name ACL-Mgrrit-Access-Rules
Deny Counters 0
Destination Source Dest Number
Seq Action Source IP/Mask IP/Mask Protocol Port Port DSCP Direction of Hits
104480 / 0.0.0.0 /
1 Permit TCp Any HTTPS Any  Any 0
255.255.255.0  0.0.0.0
_10.4.48.0 / 0.0.0.0 1
2 Permit TCP Any 22 Any  Any [
255.255.255.0  0.0.0.0
0.0.0.0 / 0.0.0.0 /
3 Deny TCP Any HTTPS Any  Any [
0.0.0.0 0.0.0.0
0.0.0.0 / 0.0.0.0 /
4 Deny TCP Any 22 Any  Any [
0.0.0.0 0.0.0.0
5  Permit 0.0.0.0 /0.0.00 / Any Any Any Any  Any 0
- 0.0.0.0 0.0.0.0

Step 6: In Security > Access Control Lists > CPU Access Control Lists, select Enable CPU ACL.

Step 7: In the ACL Name list, choose the ACL you created in Step 2, and then click Apply.

Configure wireless user authentication using Cisco ISE

In this design, the RADIUS authentication service is provided by the Cisco Identity Services Engine (ISE). The
Cisco ACS server is used solely for network administrative access to the WLC using TACACS+.

Step 1: In Security > AAA > RADIUS > Authentication, click New.

Step 2: Enter the Server IP Address. (Example: 10.4.48.41)

Step 3: Enter and confirm the Shared Secret. (Example: SecretKey)

Step 4: To the right of Management, clear Enable, and then click Apply.

« RADIUS
Authentication
Accounting
Fallback
DNS

» TACACS+

LDAP

Local Net Users
MAC Filtering
Disabled Clients
User Login Policies
AP Policies
Password Polices

» Local EAP

} Priority Order

} Certificate

} Access Control Lists

Wireless Protection
Policies

» Web Auth
TrustSec SXP
Local Policies

» Advanced

MONITOR ~ WLANs

RADIUS Authentication Servers > New

Server Index (Priority)
Server IP Address
Shared Secret Format
Shared Secret
Confirm Shared Secret
Key Wrap

Port Number

Server Status

Support for REC 3576
Server Timeout
Network User
Management

IPSec

CONTROLLER  WIRELESS

Save Configuration  Ping

Logout Refresh

SECURITY MANAGEMENT  COMMANDS HELP  FEEDBACK

< Back Apply

1 -
10.4.48.41
ASCIT -

[C] (pesigned for FIPS customers and requires a kay wrap compliant RADIUS server)
1812
Enabled ~
Disabled ~
2 seconds
Enable
T Enatle
[1  Enable
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Step 5: Repeat the Step 1 through Step 4 in the above process to add the secondary Cisco ISE authentication
server (Example: 10.4.48.42), then press apply followed by click Save Configuration.

Step 6: In Security > AAA > RADIUS > Accounting, click New.
Step 7: Enter the ISE Server IP Address. (Example: 10.4.48.41)

Step 8: Enter and confirm the Shared Secret, and then click Apply. (Example: SecretKey)

Saye Configuration Ping Logout Refresh

cIsco MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Security RADIUS Accounting Servers > New < Back Apply
T ARA s Index (Priorit; 1
i erver Index (Priority}
= RADIUS . Server IP Address 10.4.48.41
Authentication
Accounting Shared Secret Format AsCIl ~
Fallback
DNS Shared Secret eececssss
o IEERES Confirm Shared Secret ~ sasssuses
LDAP
Local Net Users Port Number 1813
MAC Filtering
Disabled Cliants Server Status Enabled -
User L,u,gm Polices Server Timeout 2 seconds
AP Policies
password Policies Network User Enable
Local EAP IPSec [E]  Enable

Priority Order
Certificate

Access Control Lists

Wireless Protection
Policies

Web Auth
TrustSec SXP
Local Policies

» Advanced

Step 9: Repeat Step 6 through Step 8 to add the secondary Cisco ISE accounting server (Example 10.4.48.42),
click Apply, and then click Save Configuration.

Configure management authentication using Cisco ACS

(Optional)

You can use this procedure to deploy centralized management authentication by configuring the authentication,
authorization and accounting (AAA) service. If you use local management authentication, skip to Procedure 10,
“Enable multicast support.”

As networks scale in the number of devices to maintain, the operational burden to maintain local management
accounts on every device also scales. A centralized AAA service reduces operational tasks per device and
provides an audit log of user access, for security compliance and root-cause analysis. When AAA is enabled
for access control, it controls all management access to the network infrastructure devices (SSH and HTTPS).
TACACS+ services are provided by Cisco ACS.

1 | Tech Tip

Access to the standby WLC when in HOT STANDBY mode via the console port
requires the locally configured administrator user ID and password. This is because the
standby WLC does not have an active management interface and it is therefore unable
to communicate with the configured TACACS+ server directly.



Step 1: In Security > AAA > TACACS+ > Authentication, click New.

Step 2: Enter the Server IP Address. (Example: 10.4.48.15)

Step 3: Enter and confirm the Shared Secret, and then click Apply. (Example: SecretKey)

Save Configuration  Ping

Logout Refresh

= RADIUS
Authentication
Accounting
Fallback
DNS
= TACACS+
Authentication
Accounting
Authorization
DNS
LDAP
Local Net Users
MAC Filtering
Disabled Clients
User Login Policies
AP Policies
Password Polices

Local EAP
Priority Order

Certificate

v v ww

Access Control Lists

Wireless Protection
Policies

-

-

Web Auth
TrustSec SXP
Local Policies

» Advanced

MONITOR ~ WLANs

CONTROLLER

WIRELESS

TACACS+ Authentication Servers > New

Server Index (Priority)
Server IP Address
Shared Secret Format
Shared Secret
Confirm Shared Secret
Port Number

Server Status

Server Timeout

i

10.4.48.15

ASCIT ~

SECURITY MANAGEMENT  COMMANDS HELP  EEEDBACK

49
Enabled ~
5 seconds

Step 4: In Security > AAA > TACACS+ > Accounting, click New.

Step 5: Enter the Server IP Address. (Example: 10.4.48.15)

Step 6: Enter and confirm the Shared Secret, and then click Apply. (Example: SecretKey)

cisco

MONITOR ~ WLANs

CONTROLLER

WIRELESS

Saye Configuration  Ping  Logout Refresh

SECURITY MANAGEMENT  COMMANDS HELP  FEEDBACK

Security

¥ AAA
General
« RADIUS
Authentication
Accounting
Fallback
DNS
« TACACS+
Authentication
Accounting
Authorization
DNS
LDAP
Local Net Users
MAC Filtering
Disabled Clients
User Login Policies
AP Policies
Password Policies

» Local EAP

} Priority Order

} Certificate

} Access Control Lists

Wireless Protection
Policies

-

» Web Auth
TrustSec SXP
Local Policies

» Advanced

TACAC S+ Accounting Servers > New

Server Index (Priority)
Server IP Address
Shared Secret Format
Shared Secret
Confirm Shared Secret
Port Number

Server Status

Server Timeout

1~
10.4.48.15

ASCIT ~

< Back Apply

Enabled -

5 seconds

Step 7: In Security > AAA > TACACS+
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Step 8: Enter the Server IP Address. (Example: 10.4.48.15)

Step 9: Enter and confirm the Shared Secret, and then click Apply. (Example: SecretKey)

Saye Configuration  Ping  Logout Refresh

cisco MONITOR WLANs (CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Security TACAC S+ Authorization Servers > New < Back Apply.
~ AAA 5 o
e Server Index (Priority) 1~
= RADIUS . Server IP Address 10.4.48.15
Authentication
Accounting Shared Secret Format ASCII =
Fallback
DNS Shared Secret cssssssas
= TACACS+ Confirm Shared Secret esererces
Authentication
Accounting Port Number 49
Authorization
DNS Server Status Enabled ~
(LorE Server Timeout 5
Local Net Users seconds
MAC Filtering

Disabled Clients
User Login Policies
AP Policies
Password Polices

} Local EAP

} Priority Order

} Certificate

} Access Control Lists

» Wir:el.ess Protection

Policies

» Web Auth
TrustSec SXP
Local Policies

» Advanced

Step 10: Navigate to Security > Priority Order > Management User.
Step 11: Using the arrow buttons, move TACACS+ from the Not Used list to the Used for Authentication list.

Step 12: Using the Up and Down buttons, move TACACS+ to be the first in the Order Used for Authentication
list.

Step 13: Using the arrow buttons, move RADIUS to the Not Used list, and then click Apply.

Saye Configuration  Ping  Logout Refresh

cIsco MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP  EEEDBACK

Security Priority Order > Management User Apply
» ARA
» Local EAP Authentication
* Priority Order

Management User Not Used order Used for Authentication
) Certificate RADIUS TACACS+

LOCAL

» Access Control Lists
, Wireless Protection

Policies
} Web Auth

If LOCAL is selected as second priority then user will be authenticated against
TrustSec SXP LOCAL only if first priority is unreachable.

Local Policies

» Advanced

Step 14: Verify that TACACS+ authentication is functioning properly by logging off the wireless LAN controller
and logging back on. If you are unable to logon, verify that the WLC has been added to the ACS server properly
by reviewing the ACS Section called Configuring Cisco Secure ACS for Wireless Infrastructure Access above.
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H I :Te [I[-W 1 Enable multicast support

Some data and voice applications require the use of multicast in order to provide a more efficient means of
communication typical in one-to-many communications. The local mode design model tunnels all traffic between
the AP and WLC. As a result, the WLC issues all multicast joins on behalf of the wireless client.

The various multicast streams can be delivered to the APs in one of two manners. The first is called Multicast-
Unicast, and in this mode each multicast stream is converted to unicast and sent to the access points with
wireless clients who have requested the multicast stream. When many users across many access points are
requesting the same stream, the WLC must replicate each frame of the multicast stream, convert it into a unique
unicast format, and replicate it for each access point with an associated multicast subscriber. For large numbers
of access points and subscribed multicast users, the frame replication is highly inefficient.

A better method (and the only method for a Cisco 2504 Series WLC) is to use multicast-multicast (MC-MC)
mode. In MC-MC mode the multicast stream is converted to a unique controller-to-AP multicast flow. The
underlying campus infrastructure, which must be configured for multicast, will facilitate that this MC-MC flow
reach each AP that has subscribed wireless users requesting a multicast stream. The end result is a much more
scalable and efficient method for handling multicast flows across the campus network.

Step 1: In Controller > Multicast, select Enable Global Multicast Mode and Enable IGMP Snooping, and then
click Apply.

Saye Configuration  Ping  Logout Refresh

CIsSCco MONITOR ~ WIANs CONTROLLER WIRELESS SECURITY ~MANAGEMENT COMMANDS HELP  EEEDBACK
Controller Multicast Apply
General
Inventory Enable Global Multicast Mode
Interfaces Enzble IGMP Snooping
Interface Groups IGMP Timeout (seconds) 60
s IGMP Query Interval (seconds) 20
Network Routes X
Enable MLD Snooping o
» Redundancy
MLD Timeout (seconds)
» Internal DHCP Server
MLD Query Interval (seconds) |20
» Mobility Management
Ports
} NTP
» CDP
} PMIPv6
b IPV6
} mDNS
» Advanced

Step 2: Navigate to Controller > General.
Step 3: If you are using Cisco 5500 or WiSM2 Series Wireless LAN Controllers, in the AP Multicast Mode list,

choose Multicast, and then in the box, enter the multicast IP address that is to be used for multicast delivery
(Example: 239.1.1.1), and then click Apply.



10,0

Reader Tip

Each redundant controller pair must use a unique multicast group address. It is

recommended to use the IANA administratively scoped address range 239.0.0.0
- 239.255.255.255 excluding 239.0.0.X and 239.128.0.X. More information about
multicast addressing can be found here:

http://www.cisco.com/en/US/tech/tk828/technologies_white_
paper09186a00802d4643.shtml

Step 4: If you are using a Cisco 2500 Series Wireless LAN Controller, in the AP Multicast Mode box, enter
the multicast IP address that was configured in Step 12 of the “Configure the WLC Cisco AireOS platform”

procedure, and then click Apply.

ciIsco

Controller

General
Inventory
Interfaces
Interface Groups
Multicast
Network Routes

-

Redundancy

-

Internal DHCP Server

-

Mobility Management

Ports

MONITOR  WLANs

General

Name

802.3x Flow Control Mode
LAG Mode on next reboot
Broadcast Forwarding

AP Multicast Mode £

AP Fallback

Fast SSID change

Default Mobility Domain Name
RF Group Name

User Idle Timeout (seconds)
ARP Timeout (seconds)

Web Radius Authentication
WebAuth Proxy Redirection
WebAuth Proxy Redirection Port
Maximum Allowed APs 2
Global IPv6 Config

HA SKU secondary unit

CONTROLLER ~ WIRELESS

WLC-1

Disabled ~
Enabled -
Disabled ~
Multicast ~
Enabled -
Disabled ~
WisM2

WismM2

Disabled ~
0
0
Enabled ~

Disabled ~

SECURITY

239.1.1.1

1. Multicast is not supparted with FlexConnect on this platform.
2. Value zero impiies there Is no restriction on maximum allowed APs.

MANAGEMENT

Saye Configuration  Ping  Logout Refresh

COMMANDS  HELP  FEEDBACK

Apply

(LAG Mode is currently enabled).

Multicast Group Address

1[I -k Create the WLAN data interface

Configure the WLC to separate voice and data traffic, which is essential in order to ensure proper treatment of
the respective IP traffic, regardless of the medium it is traversing. In this procedure, you add an interface that
allows devices on the wireless data network to communicate with the rest of your organization.

Step 1: In Controller > Interfaces, click New.

Step 2: Enter the Interface Name. (Example: Wireless-Data)
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Step 3: Enter the VLAN Id, and then click Apply. (Example: 116)

Save Configuration  Ping  Logout Refresh

MONITOR WILANs CONTROLLER  WIRELESS  SECURITY MANAGEMENT  COMMANDS  HELP FEEDBACK

Controller Interfaces > New [ <Back | Ay |

General -

Interface Name Wireless-Data
Inventory

VLAN Id 11g|
Interfaces

Interface Groups
Multicast

Network Routes

-

Redundancy

-

Internal DHCP Server

-

Mobility Management

Ports

v v v www
T
E
)

Advanced

Step 4: In the IP Address box, enter the IP address assigned to the WLC interface. (Example: 10.4.16.5)
Step 5: Enter the Netmask. (Example: 255.255.252.0)

Step 6: In the Gateway box, enter the IP address of the VLAN interface defined in Procedure 1. (Example:
10.4.16.1)

Step 7: In the Primary DHCP Server box, enter the IP address of your organization’s DHCP server (Example:
10.4.48.10), and then click Apply.

‘Saye Configuration  Pin Logout  Refresh|
alvaln S BE IS

cisco MONITOR  WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Controller Interfaces > Edit B —
General
Inventory
General Information
Interfaces
Interface Groups Interface Name wireless-data
Multicast MAC Address. 6c:20:56:2¢:0f: 2f

Network Routes
N Configuration

» Internal DHCP Server
» Mobility Management

Ports
» NTP
» cor Physical Information
Ll The interface is attached to a LAG.
L3 Enable Dynamic AP Management []
» mDNS
» Advanced Interface Address

VAN tdentiier S
1p Address
etmask
oy

DHCP Information

Primary DHCP Server

Secondary DHCP Server |

DHCP Praxy Mode

Enable DHCP Option 82 [m) L

1 | Tech Tip

To prevent DHCP from assigning wireless clients addresses that conflict with the
WLC’s addresses, exclude the addresses you assign to the WLC interfaces from DHCP
scopes on the DHCP server.
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M1 -L[I[- A Create the wireless LAN voice interface

You must add an interface that allows devices on the wireless voice network to communicate with the rest of the
organization.

Step 1: In Controller > Interfaces, click New.
Step 2: Enter the Interface Name. (Example: wireless-voice)

Step 3: Enter the VLAN Id, and then click Apply. (Example: 120)

Saye Configuration  Ping  Logout Refresh|

cisco MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Controller Interfaces > New _ <Beck | Lo
General
Inventory

VLAN Id 120 ®
Interfaces

Interface Groups
Multicast
Network Routes

» Redundancy

» Internal DHCP Server

» Mobility Management
Ports

» NTP

} CDP

} PMIPVG

b IPVG

» mDNS

» Advanced

Step 4: In the IP Address box, enter the IP address assigned to the WLC interface. (Example: 10.4.20.5)
Step 5: Enter the Netmask. (Example: 255.255.252.0)

Step 6: In the Gateway box, enter the IP address of the VLAN interface defined in Procedure 1. (Example:
10.4.20.1)

Step 7: In the Primary DHCP Server box, enter the IP address of your organization’s DHCP server (Example:
10.4.48.10), and then click Apply.

Saye Configuration  Ping ' Logout Refresh|

cisco MONITOR ~WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Controller Interfaces > Edit <Back Aoly | A

General

Inventory )

General Information

Interfaces

Interface Groups Interface Name. wireless-voice

Multicast MAC Address 6¢:20:56:2c:0f:2f

Network Routes
, Configuration

» Internal DHCP Server St ™2" O
} Mobility Management 227" 0
. Quarantine Vian Id 0

» cop Physical Information

» PMIPVG
The interface is attached to a LAG.

s Enable Dynamic AP Management []

» mDNS

» Advanced Interface Address
VLAN Identifier
1P Address 10.4.20.5
Netmask: 255.255.252.0
Gateway 10.4.20.1

DHCP Information

Primary DHCP Server
Secondary DrHee Server ]
DHCP Proxy Mode
Enable DHCP Option 52 ]
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1 | Tech Tip

To prevent DHCP from assigning wireless clients addresses that conflict with the
WLC’s addresses, exclude the addresses you assign to the WLC interfaces from DHCP
scopes on the DHCP server.

T (1R Configure the data wireless LAN for multicast

Wireless data traffic can tolerate delay, jitter, and packet loss more efficiently than wireless voice traffic.
Applications that require a one-to-many communication model may require the use of multicast-based
transmission. Generally, for the data WLAN, it is recommended to keep the default QoS settings and segment
the data traffic onto the data wired VLAN.

Step 1: Navigate to WLANSs.

Step 2: Click the WLAN ID number of the SSID created in Procedure 4. (Example: WLAN-Data)

Save Configuration Fing Logout Refresh
alraln eI Bing | Logout R

CIsco MONITOR ~ WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANs Entries 1-10f 1
- WLANs Current Filter: None [Change Filter] [Clear Filter] Creata New - JEs
WLANs
13 Advanced
7 Wian Admin
D Type Profile Name WLAN SSID Status  Security Policies
b1 WLAN WLAN-Data WLAN-Data Enabled  [WPRA2][Auth(802.1X)]

Step 3: On the General tab, in the Interface/Interface Group(G) list, choose the interface created in Procedure
11. (Example: wireless-data)
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Step 4: If you want to enable multicast on the WLAN-Data wireless LAN, select Multicast VLAN Feature, and
then in the Multicast Interface list, choose the WLAN data interface. (Example: wireless-data)

Saye Configuration ~ Ping | Logout Refresh|

cisco MONITOR WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP  FEEDBACK
WLANs WLANs > Edit "WLAN-Data’ < Back Apoly | A
~ WLANs : T — — E—
e General | Security | Qos | Policy-Mapping | Advanced |

» Advanced

Profile Name WLAN-Data
Type WLAN

sSID WLAN-Data

status Enabled

Security Policies [WPA2][Auth(802.1X)]

(Modifications dene under security tab will appear after applying the changes.)

Radio policy
Groue(s)

Multicast Vlan Feature Enabled

Multicast Interface

Broadcast SSID Enabled

nas o

Step 5: Click Apply.
Next, enable Application Visibility and Control (AVC).

Step 6: Navigate to the QoS tab, select Application Visibility, click Apply, and then click Save Configuration,
and agree to confirmation questions.

Saye Configuration  Ping | Logout Refresh

cisco MONITOR ~WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANSs > Edit 'WLAN-Data’ <Back Apply A
~ WLANS A ———— = = ,
e General | Security | QoS | Policy-Mapping | Advanced ‘
b Advanced Al
Quality of Service (QoS) Silver (best effort) v
Application Visibility M Enabled
AVC Profile
Netflow Monitor

Override Per-User Bandwidth Contracts (kbps) 2
DownStream  UpStream

Average Data Rate ]

Burst Data Rate P

Average Real-Time Rate [0 |

Burst Real-Time Rate o]

Override Per-SSID Bandwidth Contracts (kbps) 2

1

DownStream  UpStream

R s B — .
Burst Data Rate 0 0
<

LT (1B Configure the voice wireless LAN

Wireless voice traffic is different from data traffic in that it cannot effectively handle delay and jitter as well

as packet loss. Multicast may be required for some voice applications that require a one-to-many method of
communication. One common example of a multicast voice use-case is a group-based push-to-talk, which is
more efficient via multicast than over traditional unicast transmissions.

Configure the voice WLAN by changing the default QoS settings to platinum and segmenting the voice traffic
onto the voice wired VLAN.
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Step 1: On the WLANS page, in the list, choose Create New, and then click Go.

CISCO MONITOR ~ WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS

Save Configuration ~ Ping

Logout Refresh

HELP  FEEDBACK

WLANSs WLANs Entries 1 -1 of 1
v WLANS Current Filter:  Mone [Change Filter] [Clear Filter] Croate Naw m
WLANS
» Advanced
[ WLaN Admin
D Type Profile Name WLAN SSID Status  Security Policies
[ WLAN WLAN-Data WLAN-Data Enabled  [wPA2][Auth(802.1X)]

Step 2: Enter the Profile Name. (Example: Voice)

Step 3: In the SSID box, enter the voice WLAN name, and then click Apply. (Example: WLAN-Voice)

MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

WLANs WLANS > New
~ WLANS
WANe Type WLAN <
b Qi peic e
o

Saye Configuration ~ Ping ~ Logout Refresh

<Back

Apply.

Step 4: On the General tab, next to Status, select Enabled.

Step 5: In the Interface/Interface Group(G) list, choose the interface created in Procedure 12. (Example:

wireless-voice)

Step 6: If you want to enable multicast on the WLAN-Voice wireless LAN, select Multicast VLAN Feature, and
then in the Multicast Interface list, choose the WLAN Voice interface. (Example: wireless-voice)

Step 7: Click Apply.

Save Configuration ~ Bing ~ Logout Refresh

cisco MONITOR  WIANs CONTROLLER ~WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANSs > Edit "Voice" < Back Apply. "~
+ WLANs y . r— )
e General | Security | QoS | Policy-Mapping | Advanced |
» Advanced
profile Name Voice
Tyee WLAN
ssID WLAN-Voice
status Enabled
Security Policies [WPA2][Auth(802.1X)]
(Mdiifications done under security tab will appear after applying the changes.)
Rosiopoicy
Interface/Interface Group(G)
Multicast Vian Feature Enabled
Multicast Interface <
Broadcast SSID Enabled
w0
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Step 8: On the Security > Layer 2 tab, enable Cisco Centralized Key Management (CCKM) by selecting Enable.

1 | Tech Tip

CCKM may not be compatible with older wireless clients that do not support the CCX
v4.0 or v5.0 extensions. Disabling CCKM may be necessary in environments where
older wireless devices are used or where public use of wireless devices using 802.1x/
WPAZ2 is a requirement.

cisco
WLANs WLANSs > Edit "Voice" < Back Apply m
LA General | Security | QoS | Policy-Mapping | Advanced
WLANS
» Advanced Layer2 | Layer3 | AAAServers |
Layer 2 Security € WPA+WPAZ -

MAC Filtering2 []
Fast Transition
Fast Transition[]
Protected Management Frame

i

I

PMF Disabled v

WPA+WPA2 Parameters

WPA Policy ]
WPA2 Policy
WPAZ Encryption Vees [k (4

Authentication Key Management

802.1% Enable
CCKM Ename
PSK [ Enable e

] i 3

Step 9: On the QoS tab, in the Quality of Service (QoS) list, choose Platinum (voice), enable Application
Visibility, and then click Apply.

Save Configuration  Ping ~ Logout Refresh

ciIsco MONITOR WLANS CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP  EEEDBACK
WLANs WLANSs > Edit "Voice" < Back Apply A~
~ WLANs p - P — Y
TS ‘General | Security | Qos | Policy-Mapping | Advanced ‘
» Advanced ~
Quality of Service (Qos)
Application Visibility V] Enabled
AVC Profile
Netflow Monitor

Override Per-User Bandwidth Contracts (kbps) 2

DownStream  UpStream

Average Data Rate P
Burst Data Rate ]
Average Real-TmeRate [0 |
Burst Real-Time Rate ]

‘Override Per-SSID Bandwidth Contracts (kbps) %

Ll

DownStream  UpStream

N s I o .
Burst Data Rate 0 o
<

Deployment Details August 2014 Series
74



G (TTEWER  Configure the resilient Cisco 2500 Series controller

(Optional)

If you are configuring Cisco 2500 Series WLCs, HA SSO is not supported. You should complete this procedure in
order to join multiple controllers to a mobility group. If you are configuring a Cisco WiSM2 or 5500 Series WLCs,
HA SSO is supported and you should skip this procedure.

A mobility group is a group of wireless LAN controllers that share the same group name. Controllers sharing the
same mobility group name exchange wireless client state information, controller load, client data (to facilitate
seamless inter-controller roaming) and controller redundancy information. It is for this reason that in an N+1
redundancy model that a shared mobility group be established.

The local-mode design model can support lightweight access points across multiple floors and buildings
simultaneously. In all deployment scenarios, you should deploy multiple controllers at each site, for resiliency.

This design, not based on HA SSO, uses two independently licensed controllers. The first is the primary
controller to which access points normally register. The secondary controller, also called the resilient controller,
provides resiliency in case the primary controller fails. Under normal operation, no access points register to the
resilient controller.

Even when configured as a pair, controllers do not share configuration information as they do when using HA
SSO, so you must configure each controller separately.

Because it is possible for a wireless client in your network to roam from an access point joined to one controller
to an access point joined to another controller, controllers servicing an area where seamless roaming is required
should use the same mobility group name. In environments where seamless roaming is not required (for
example, between multiple buildings), it is recommended that you use different mobility domain names between
the building-dedicated controllers. This best practice prevents unneeded mobility information from being shared
between controllers across buildings.

When you create a mobility group, you enable multiple controllers in a network to dynamically share information
and forward data traffic when inter-controller or intersubnet roaming occurs. Controllers in the same mobility
group can share the context and state of client devices as well as their list of access points so that they do not
consider each other’s access points as rogue devices. With this information, the network can support inter-
controller WLAN roaming and controller redundancy.

Step 1: Repeat Procedure 4 through Procedure 14 for the resilient controller.

Step 2: On the primary controller, navigate to Controller > Mobility Management > Mobility Groups. The MAC
address, IP address, and mobility group name for the local controller are shown.

cisco MONITOR ~ WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP EEEDBACK

Controller Static Mobility Group Members L wew.. | eawan |
eneral

1 Address. Group Name Muticeste  status Hash Key
7640 10.4.175.64

Step 3: On the resilient controller, navigate to Controller > Mobility Management > Mobility Groups, and then
click New.

Step 4: In the Member IP Address box, enter the IP address of the primary controller. (Example: 10.4.175.64)



Step 5: In the Member MAC Address box, enter the MAC address of the primary controller, and then click
Apply.

Save Configuration  Ping  Logout Refresh|

MONITOR ~WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP  FEEDBACK

cisco

Controller Mobility Group Member > New < Back Apply
General
enera Member IP Address 10417562
Inventory
Member NAC Address
Interfaces
Group Nare
Interface Groups
Hash [none

Multicast

Internal DHCP Server

~ Mobility Management
Mobility Configuration
Mobility Groups
Mobility Anchor Config
Multicast Messaging

Step 6: On the primary controller, navigate to Controller > Mobility Management > Mobility Groups, and then
click New.

Step 7: In the Member IP Address box, enter the IP address of the resilient controller. (Example: 10.4.175.65)

Step 8: In the Member MAC Address box, enter the MAC address of the resilient controller, and then click
Apply.

Saye Configuration  Ping = Logout Refresh

MONITOR ~WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS —HELP  FEEDBACK

cisco

Controller Mobility Group Member > New < Back Apply.
[2 I
eners Member IP Address
Inventory
Member HAC Ak
Interfaces
Group Name
Interface Groups
Hash [none ]

Multicast

Internal DHCP Server

4

Mobility Management
Mobility Cenfiguration
Mobility Groups
Mobility Anchor Config
Multicast Messaging

Step 9: On each controller, click Save Configuration, and then click OK.

Step 10: Navigate to Controller > Mobility Management > Mobility Groups on each controller, and then verify
connectivity between all the controllers by examining the mobility group information. In the Status column, all
controllers should be listed as Up.

Saye Configuration |~ Ping | Logout  Refresh

cisco MONITOR WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Controller Static Mobility Group Members New... EditAll
General
Inventory Local Mobility Group  CAMPUS
Interfaces MAC Address 1P Address Group Name Multicast 1P Status Hash Key
Interface Groups 20:32:07:67:7c:40  10.4.175.64 CAMPUS 0.0.0.0 Up
Multicast
) Internl DHCP Server  20:38:07:67:99:20 104.175:65 campus 00.00 v none o

~ Mobi
Mobil
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M1 -G ([ - W[ Enable Band Select and ClientLink on Cisco AireOS WLCs

1 | Tech Tip

Enabling Band Select and Cisco ClientLink 1.0 is disruptive to active users on the
WLAN. Enabling Band Select on WLANS that provide real-time wireless services
(i.e., WLAN-Voice) is not recommended. Also note that ClientLink 1.0 only applies to
generation 1 access points. ClientLink 2.0 and 3.0 are both enabled by default for
generation 2 and the Cisco Aironet 3700 Series Access Point, respectively.

Step 1: Navigate to Wireless > Advanced > Band Select, verify the following values are present for Band
Select, and then click Apply.

Ping Logout
alvaln Bing Log

CISCO MONITOR  WLANS  COMTROLLER  WIRELESS  SECURITY  MAN S HELP FEE

Wireless ~ Band Select Apply

b Access Points

Probe Cyele Count 2
¥ Advanced Scan Cycle Period Threshold (millisecands) 200
Load Balancing )
e - Age Out Suppression (seconds) 20
Preferred Calls Age Out Dual Band (seconds] &0
SIP Snooping
Acceptable Client RSST (dBrm) -a0

Mesh

* Band Select is_configurable per WLAW,

Next, enable Band Select on the WLAN-Data WLAN.

Step 2: Navigate to WLANSs and select the WLAN-Data WLAN.

Step 3: Navigate to the Advanced tab, enable Client Band Select (scrolling the window may be required to see
the option), and then click Apply.

el urstion  Bing  Logout Refresh
cISCO MONITOR WLANS CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP  FEEDE:
WLANs WLANs > Edit "WLAN-Data-£508" < Back Apply
- BILYS General | Security | QoS | Policy-Mapping | Advanced i
WLANS
» Advanced Enable Session Timeout 1800
Sessian Timeout (secs) DHCP Addr. assignment  [] Required |
Aironet 1€ [“lEnabled OEAP
Diagnostic Channel Blenabled -
P split Tunnel (Printers)  [] Enabled
Gverride Interface ACL 1o 0 oo - i =

Hone v Management Frame Protection {MFP)

Layerz Acl Mone w
F2P Blocking Action Disabled - HMFP Client Protection £ Optional  +
Client Exclusion amea 60 DTIM Period (in beacen intervals)

Timeout Yalue (secs)

Fies g Aled . §0z.1dla/n (1-255) 1
8

Clients ¢ 802.11b/g/n (1 - 255) 1

Static IP Tunneling £ [Clenabled NAC

Wi-Fi Direct Cliznts Disabled = MAC State  None -

Py Load Balancing and Band

Maximum Allowed 200 SEIECE

Clients Per AP Radio Client Load Balancing (=]

Clear HotSpot Blenabled Client Band Select [_7,’\ u
< 0 3
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Step 4: Click OK. This acknowledges that enabling Band Select may impact time sensitive applications such as
Voice.

Wwamning: Allowing Band Select on this VWLAN may impact time sensitive application like VOIGE. Do you want to
continue?

Step 5: Click OK. This acknowledges that enabling Band Select will be disruptive to any user currently using this
WLAN.

Step 6: Click Save Configuration, and acknowledge confirmations. The configuration is saved.

Changing WLAN parameters while it is enabled will cause the YWLAN to be momentarily disabled and thus may
resultin loss of connectivity fr some clients. Press OK to continue.

1 | Tech Tip

Starting in Cisco AireOS release 7.2, Cisco ClientlLink 2.0 is enabled by default and
supported by generation 2 access points (Cisco Aironet 1600, 2600, and 3600 Series).
ClientLink 1.0 (Legacy ClientLink) is disabled by default and applies only to generation

1 access points (Cisco Aironet 1140, 3500, 1250, 1260 Series). In release 7.6,
ClientLink 3.0 along with 2.0 is enabled by default. The Command Line Interface (CLI)
must be used to enable or disable ClientLink 1.0. It can be globally enabled on a radio
(2.4 GHz and/or 5 GHz) basis and is not enabled on a per-WLAN instance.

Step 7: Before you enable Cisco ClientLink 1.0 from the CLI of the Cisco AireOS controller, the 802.11a network
must first be disabled by entering the following.
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Caution

Performing this action is disruptive to ALL access-points on this controller providing
802.11a (5 GHz) services.

config 802.11la disable network

Step 8: When prompted that disabling the 802.11a network may strand mesh APs, enter Y to confirm the
possible disruption of service.

Disabling the 802.1la network may strand mesh APs. Are you sure you want to

continue? (y/n)Y¥Y

Step 9: From the CLI of the Cisco AireOS controller, enable Cisco ClientLink 1.0 (also called Legacy Tx
Beamforming) for the all generation 1 ClientLink 1.0 capable access points operating in the 802.17a band by
entering the following.

config 802.11la beamforming global enable

Step 10: From the CLI of the Cisco AireOS controller, enable the 802.11a network by entering the following.

config 802.11la enable network

Step 11: From the CLI of the AireOS controller, disable the 802.11b network by entering the following.

Caution

Performing this action is disruptive to ALL access-points on this controller providing
802.11b (2.4 GHz) services.

config 802.11b disable network

Step 12: From the CLI of the Cisco AireOS controller, enable Cisco ClientLink for the all ClientLink capable
access points operating in the 802.11b band by entering the following.

config 802.11b beamforming global enable

Step 13: From the CLI of the Cisco AireOS controller, enable the 802.11b network by entering the following.
config 802.11b enable network

Step 14: Save the configuration by entering the following command, and then confirm that you want to save the
configuration by pressing y.

save config

Are you sure you want to save? (y/n) y



1 | Tech Tip

If you want to see if a particular AP has ClientLink (beamforming) enabled, enter the
following CLI command on the WLC. (Example: show ap config 802.11b AP4403.
a734.8a68)
show ap config [802.11b | 802.11la] [AP Name]
(Cisco Controller) >show ap config 802.11b AP4403.
a734.8a68
Phy OFDM parameters

Configuration .......iiiiiiiiininenennnnnns
AUTOMATIC

Current Channel .......... i, 11

Channel Assigned By ....iiiiiiiininnnnnnnn. DCA

Extension Channel .............iiciiiien.n. NONE

Channel Width...... .. o, 20 Mhz

Allowed Channel List.......iiiiiienneennnn
1,2,3,4,5,6,7,8,9,10,11

L ol YeHle IS 5666 00 61000 0 000 B 00 BB 08000060600 -50

Legacy Tx Beamforming Configuration .......
CUSTOMIZED

Legacy Tx Beamforming .........eeeeeeeenen. ENABLED

gl v Y 51 5 8 6 0 0 00 008800000000 800000000800
INTERNAL ANTENNA

M (T -V Enable 802.11ac using DCA on Cisco AireOS WLCs

With the advent of 802.11ac Wave 1, 40 and 80 MHz wide channels can be enabled. This can be accomplished
manually on an AP-by-AP basis, or globally by using Dynamic Channel Assignment (DCA). Changing the default
channel width for 802.11ac capable access points requires the 802.11a network to be disabled.

OO\ Reader Tip

It may be helpful to review the “802.11ac Bandwidth Performance” and “802.11ac
Channel Planning” sections in the introductory section of this guide before proceeding
with these steps.



Step 1: Disable the 802.11a network by navigating to Wireless > 802.11a/n/ac > Network, clearing the 802.11a
Network Status check box, pressing OK on the resulting Warning message and then clicking Apply.

-

Message from webpage @

Warning: Disabling the 802.11a network may strand mesh APs,
Are you sure you want to continue?

KM
cisco
Wireless 802.11a Global Parameters Apply
+ Access Points
Al aps General Data Rates**
» Radios
802.11a/n/ac 802.11a Network Status [7] Enabled 6 Mbps Mandatory v

802.11b/a/n
Dual-Band Radios

Beacon Period (millisees) o0 9 Mbps Supported

4

Fragmentation Threshold

12 Mbps Mandat -
Glabal Configuration (bytes) 2346 P andatory
» Advanced DTPC Support, Enabled 18 Mbps Supported
Mesh Maximum Allowed Clients 200 24 Mbps Mandatory v
RF Profiles REST Low Check [ enabled 36 Mbps Supported ~
FlexConnect Groups :gi‘;"mh”‘d (a0 to -90 ‘a0 48 Mops Supported v
FlexConnect ACLs 54 Mbps Supported v
~ 802.11a/nfac 802.11a Band Status
Networic CCX Location Measurement
G Low Band Enabled
- Mode [7] Enabled
RF Grouping Mid Band Enabled
e h Band bled
DCA High Bans Enable:
Coverage
General o Dats Rate 'Mandatory’ imnplies that clients who do not support that

specific rate will not be sble to assoctate, Data Rate Supported
Irnpites that any assoctated client that also supports that sarne rate
may communicate with the AP using that rate. Bt it is not required
that = client be able to use the rates marked supported in order to

Client Roaming
Media
EDCA Parameters

DI ([0l associate The actuad datz rates that are supported depend on the

High Throughput channel selected s different channels may have different

(802.11n/ac) bandwidths, The reason is that we show data rates and allow the user

Cleandir to select the data rates, &ut in reaiity, the AP will pick the rext lower
data rate allowed for that channel if the chosen data rate is not

b 802.11b/g/n supported.

» Media Stream
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Step 2: Navigate to Wireless > 802.11a/n/ac > RRM > DCA, select the desired channel width to use (Example:
20 MHz, 40 MHz, 80 MHz), and then, if available in your regulatory domain, enable Extended UNII-2 Channels.
(The window may need to be scrolled to view this option.) Click Apply.

|I|I|I|I| figuration  Ring L
ciIsco OR NTROLLER ATY GEMEN HELP  FEEDB
Wireless 802.11a> RRM » Dynamic Channel Assignment (DCA) Apply
w Access Points
All APs Dynamic Channel Assignment algorithm
» Radios
802.11a/n/ac Channel Assignment Method Automnatic Interval: 10 minutes » AnchorTime: 0

a0z.11b//mn

Freeze Invoke Channel Update Once
Dual-Band Radios

Global Configuration OFF
» Advanced fwoid Foreign AP interference Enablsd
Mesh Avoid Cisca AP load [ Enabled
RE Profiles Avoid non-802.11a noise Enabled
fwaid Persistent Non-wiFi B
FlexConnect Groups Interferance Enabled
FlexConnect ACLs Channel assignment Leader 5508-1 (10.4.30 68)
¥ 802.11a/n/ac Last Auto Channel Assignment 472 secs ago
Network
- REM DCA Channel Sensitivity Medium + (15 dB)
RIF S Channel Width 20 MHz O 40 MHz @80 MHz
TRC
oA avoid check for non-DFS channel [ Enabled
Coverage
General DCA Channel List
Client Roaming
Media 38, 40, 44, 48, 52, 56, 50, 64, 100, 104, 108, 112,
EDCA Parameters 116, 132, 138, 140, 149, 153, 157, 161

DFS (802.11h)
High Throughput
(802.11n/ac)
Cleanair

b 802.11bfg/n

DCa Channels

b Media Stream Select  Channel

Application Visibility 36

And Control an
Country 44
Timers 48
b Netflow 2 -
= -
b Qos

Extended UNII-2 channels Enabled

Step 3: Enable the 802.11a network by navigating to Wireless > 802.11a/n/ac > Network, selecting the 802.11a
Network Status Enabled box, clicking Apply, and then clicking Save Configuration. Agree to confirmation

vl
CIsco
Wireless 802.11a Global Parameters Apply
+ Access Points
All aps General Data Rates**
» Radios
802 11a/n/ac 802.11a Network Status Enabled & Mbps Mandatory
I il Beacon Period (millisecs) 100 9 Mbps Supported v
Dual-Band Radios A tat Th hold
ragmentation Thresha
Global Configuration (bv?es) 2346 12 Mbps Mandatory
» Advanced DTPC Support. Enabled 18 Mbps Supported
Mesh Maximum Allowed Clients 200 24 Mbps Mandatory =
RF Profiles RSSI Low Check [ Enabled 36 Mbps Supported ~
FlexConnect Groups ';BSS)T“"““” (-60te -0 a0 48 Mbps Supported +
FlexConnect ACLs 54 Mbps Supported -
~ 802.11a/nfac 802.11a Band Status
st CCX Location Measurement
e Low Band Enabled
- Mode [T enabled
RF Grouping Mid Band Enabled
e High Band Enabled
B igh Ban nable
Coverage
General ¥ D3tz Rate Mandatory’ implies that cients who do not sUBDOI that

specific rate wit not be able to associate, Dtz Rate Supported”
implies that any associated client that also supports that szme rate
may communicate with the AP using that rate. But it Is not required
that a clisnt be able to use the rates marked supported in order to

Client Roaming
Media
EDCA Parameters

DFS (802.11h) associate The actual data rates that ave supported depend on the

High Thraughput channei selected as different channels may have different

(802.11n/ac) bandwidths. The reason is that we show datz rates and ahow the user

Cleanair 0 select the dats rates, But in reality, the AP wilf pick the next lower
data rate allowed for that channet if the chosen data rate is not

b 802.11b/g/n supported.

¥ Media Stream

Once you have connected access points to the network, verify that 802.11ac is enabled on a capable AP.
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Navigate to Wireless > Access Points > Radios > 802.11a/n/ac. Notice the dynamic channel assignment shown
on the 802.11ac access point (Example: APfc99.473e.1d31). Keep in mind that the channel selection process

is run by default every 10 minutes initially, so you may need to wait a few minutes for the channel selection to
occur.

nfiguration | Bing | Logout Refresh

MONITOR  WLANs  COF WIR cuf s FEEDBACK

Wireless 802.11ainfac Radios Entries 1- 5 of §

+ Access Points urrent Filter;  None [chsnge Fiter) [Clear Fiter]

all aps
~ Radios

Enable up (36,40) * DOWN A
Enatle w o6+ A A wa
Enable up (36,40) * Enable. DOWN /A
Enable v A A wa

a
Apedds file.a74s 1 24:01:074f6:d:30 - Enable e 165 Dissble  DOWN  N/A

» 802.11a/nfac

» 802.11b/0/n
L * globat assignment

»_Media Stream

1 | Tech Tip

The access point shown in the graphic above is Cisco 3602 Series with an 802.11ac
Radio Module (AIR-RM3000AC). This access point has an internal 802.11a radio

and with the addition of the 802.11ac Radio Module in the modular expansion slot, it
effectively has two 5 GHz radios. Priority is given to the internal 802.11a radio if both
radios need to transmit at the same point in time.
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Configuring On-Site 5760 (IOS-XE) Wireless Controller

Configure the Services Block for the Cisco 5760 Series WLC

—_

Use CLI to initially configure Cisco 5760 Series WLC

Configure wireless user authentication on Cisco 5760 Series WLC
Configure management authentication on Cisco 5760 Series WLC
Configure wireless settings on the 5760

Enable multicast support on 5760 WLC

Configure the 5760 voice wireless LAN

Configure the 5760 data Wireless LAN

Apply QoS on the Cisco 5760 Series Wireless LAN Controller
10.Enable Band Select and ClientLink 1.0 on Cisco 5760 Series WLC
11. Enable 802.11ac on the Cisco 5760 Series WLC

12.Create the mobility peers on Cisco I0OS-XE WLCs

© 0O N O g 0N

13.Configure the guest WLAN on I0S-XE controllers

In an on-site local-mode deployment, the wireless LAN controller and access points are co-located. The
wireless LAN controller is connected to a services block in the data center and traffic between wireless LAN
clients and the LAN is tunneled in Control and Provisioning of Wireless Access Points (CAPWAP) protocol
between the controller and the access points.

This section covers the Cisco 5760 Series Wireless LAN Controller operating in Cisco Unified Wireless

Network (CUWN) mode. In this mode, both the Mobility Controller (MC) and Mobility Agent (MA) services are

not separated and both remain on the WLC. Because the Cisco IOS-XE based 5760 controller is a different
operating system from that of the Cisco AireOS controllers, the configuration of the AireOS controllers is covered
separately. If you are deploying an AireOS WLC for on-site local-mode deployment, skip to Procedure 1 in the
Configuring On-Site AireOS Wireless Controllers process in this guide.

If you are deploying remote access points using Cisco FlexConnect, proceed to the section called Configuring
Remote-Site Wireless with Cisco FlexConnect in the guide.

This design guide supports Cisco 5760 Series WLC using the stacking cable to form a redundant WLC pair. This
high availability design is similar to that of AP SSO where configuration synchronization and keep-alive monitoring
occurs, but over a stacking cable as opposed to a dedicated redundancy port. Wireless LAN controller failure
detection is sub-second allowing very quick access point recovery during the failure of the primary wireless LAN
controller. Unlike HA SSO however, wireless client state information is not synchronized between the primary
and secondary WLC. During a WLC failure, wireless clients are required to re-authenticate. Depending on the
application in use and type of access being provided (guest vs EAP), this re-authentication may or may not be
visible to the wireless client. For voice- and video-based applications, the disruption may be more noticeable.



Configure the Services Block for the Cisco 5760 Series WLC

(Optional)

The shared services block is comprised of two Cisco 6500 Series Switches configured as a Virtual Switching
System (VSS) supporting wireless LAN controller services for campus-based wireless access. Use this
procedure to configure connectivity for Cisco 5760 series WLC within the VSS services block.

Complete this procedure if the VSS Services Block switches have not been configured as described previously
in the AireOS wireless LAN controller section above.

Step 1: Within the Cisco Catalyst 6500 VSS services block, create the wireless VLANSs for connectivity to the
data, voice, and wireless LAN controller VLANs. The management VLAN can contain other Cisco appliances and
does not have to be dedicated to the WLCs.

vlan 116

name WLAN Data
exit
vlan 120

name WLAN Voice
exit
vlan 275

name WLAN Mgmt
exit

Step 2: Configure a switch virtual interface (SVI) for each VLAN. This enables devices in the VLAN to
communicate with the rest of the network.
interface Vlanllé
description Wireless Data Network
ip address 10.4.16.1 255.255.252.0
ip pim sparse-mode
no shutdown
!
interface V1anl20
description Wireless Voice Network
ip address 10.4.20.1 255.255.252.0
ip pim sparse-mode
no shutdown
!
interface V1an275
description Wireless Management Network
ip address 10.4.175.1 255.255.255.0
ip pim sparse-mode
no shutdown

Step 3: Configure an 802.1Q trunk to be used for the connection to the 5760. This permits Layer 3 services for

each of the networks defined on the WLC. The VLANs allowed on the trunk are limited to only the VLANSs that
are active on the WLC. The trunk is built using multiple Ethernet interfaces grouped into a logical PortChannel

configuration for resiliency.



1 | Tech Tip

If you are deploying a Cisco Catalyst 3750 Series LAN switch stack as a services
block, you need to add the switchport trunk encapsulation dot1qg command to the
Port-channel configuration. Additionally, if you are using the 6500 with 1-Gigabit
Ethernet ports, apply the EgressQoSOneGig macro instead of the EgressQoS macro.
These macros are defined in the Campus Wired LAN Technology Design Guide.

interface GigabitEthernet [port 1]
description To WLC Port 1
interface GigabitEthernet [port 2]
description To WLC Port 2
!
interface range GigabitEthernet [port 1], GigabitEthernet [port 2]

switchport

macro apply EgressQoS

! for 6500 with 1Gbps Ethernet, use:

! macro apply EgressQoSOneGig

channel-group [number] mode on

logging event link-status

logging event trunk-status

logging event bundle-status
!
interface Port-channel [number]
description To WLC

switchport trunk allowed vlan 116,120,275
switchport mode trunk

logging event link-status

no shutdown

Step 4: Repeat Step 3 for each of the 5760 series wireless LAN controllers in your environment.

Use CLI to initially configure Cisco 5760 Series WLC

While the Cisco 5760 IOS-XE based Series Wireless LAN Controller has a startup wizard, it is easier to provide
a startup configuration using the command line interface (CLI) when using LAG as configured in this CVD. Follow
the procedure below to provide an initial configuration supporting high availability with LAG support.

1 | Tech Tip

High availability support on Cisco 5760 using the stacking cables began in release
3.3.0SE. Ensure that both 5760 controllers are using the 3.3.2SE or later.

Step 1: Ensure that the resilient/secondary Cisco 5760 Series WLC is powered on without a configuration and is
connected to the primary 5760 by using the stacking cable.


http://cvddocs.com/fw/220-14b
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Tech Tip

You can use only one console port (either RJ-45 or mini USB) for input at a time. Both
are enabled for output but only one is enabled input with the USB mini-type B console
taking precedence over the traditional RJ45 style console port. Note that the Cisco
USB console driver must be installed on your PC if you are using the mini-USB console

port.

To download the latest Cisco Windows USB Console Driver, go to the Cisco software
download page at http://www.cisco.com/cisco/software/navigator.html, click Wireless >
Wireless LAN Controller > Standalone Controllers > Cisco 5700 Series Wireless
LAN Controllers > Cisco 5760 Wireless LAN Controller > USB Console Software,
and then follow the download instructions

Step 2:

Erase the previous configuration by accessing either of the previously configured Cisco 5760 Series

WLCs in the high availability pair. Access either of the console ports on the primary/active 5760 and enter the
following commands.

Step 3:

Controller>enable

Controller#erase startup-config

Erasing the nvram filesystem will remove all configuration files! Continue?
[confirm] <ENTER>

[CK]

Erase of nvram: complete

Controller#reload

System configuration has been modified. Save? [yes/no]: no <ENTER>

Reload command is being issued on Active unit, this will reload the whole stack
Proceed with reload? [confirm] yes <ENTER>

Once the Cisco 5760 Series WLC high availability pair has reloaded, exit from the System Configuration

dialog box by entering No to the following prompt.

Step 4:

Step 5:

Step 6:

Would you like to enter the initial configuration dialog? [yes/no]: No

Exit the autoinstall by entering yes at the following prompt and pressing return to get started.

Would you like to terminate autoinstall [yes]: yes
Press RETURN to get started!
Controller>

Enter enable mode by entering enable and pressing Enter.

Controller> enable
Controller#

Enter configuration mode by entering configure terminal and pressing Enter.

Controller> configure terminal

Controller (config) #


http://www.cisco.com/cisco/software/navigator.html

Step 7: Set the time zone, NTP servers, and timestamps to be included in debug and logging messages by
entering the following commands.

ntp server [ip address]

clock timezone [timezone] [offset] O

service timestamps debug datetime msec

service timestamps log datetime msec

Step 8: Configure a host name for this controller pair by entering the following command.

hostname [hostname]

Step 9: Configure the enable secret, admin username, and the password encryption service by entering the
following commands:

username admin password [password]

enable secret [password]

service password encryption

Step 10: Define the TACACS+ server and TACACS+ server groups. Also define the default login, exec, and
accounting method lists.
tacacs server TACACS-SERVER-1
address ipv4 [IP Address]
key SecretKey
!
aaa group server tacacst TACACS-SERVERS
server name TACACS-SERVER-1
!
aaa authentication login default group TACACS-SERVERS local
aaa authorization exec default group TACACS-SERVERS local
aaa accounting exec default start-stop group TACACS-SERVERS

aaa authorization console

Step 11: Create the VLANSs used for the data, voice, and management VLANSs by entering the following.
vlan [data VLAN]
name WLAN-Data
vlan [voice VLAN]
name WLAN-Voice
vlan [management VLAN]
name WLAN-Mgmt

Step 12: Create the Switch Virtual Interface (SVI) for the wireless LAN management VLAN interface and
configure the default gateway.

interface Vlan[management VLAN]

ip address [ip address] [mask]

ip helper-address [dhcp server IP address]

1

ip default-gateway [default router]

ip route 0.0.0.0 0.0.0.0 [default router]



Step 13: Create the SVI for the wireless LAN data VLAN interface.

interface Vlan[WLAN Data vlan]
ip address [ip address] [mask]
ip helper-address [dhcp server ip address]

Step 14: Create the SVI for the wireless LAN voice VLAN interface.

interface Vlan[WLAN Voice vlan]
ip address [ip address] [mask]
ip helper-address [dhcp server ip address]

Step 15: Configure EtherChannel member interfaces.

The following is an example of the initial Cisco 5760 configuration within the 6500 VSS-based services block.
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This step describes configuring the member interfaces of the EtherChannel to redundantly connect to the two
Cisco Catalyst 6500 Series VSS Switches.

interface range TenGigabitEthernet[port number] - [port number]

description [description for VSS Switch 1]

!

interface range TenGigabitEthernet[port number] - [port number]

description [description for VSS Switch 2]

!

interface range TenGigabitEthernet[port number] - [port number],

TenGigabitEthernet [port number] - [port number]

switchport

logging event link-status
logging event trunk-status
logging event bundle-status
channel-protocol lacp

channel-group [number] mode active



1 | Tech Tip

When using a Cisco 5760 Series WLC high availability pair that is connected to a
VSS-based services block, it is possible to configure all 12 ports of the 5760 pair in a
single EtherChannel with 8 ports forwarding and 4 serving as backup links. When one
of the 8 primary ports fail, one of the hot-standby ports automatically becomes active.
The system (Services VSS switch or 5760 high availability pair) with the highest lacp
system-priority determines which links are active. Configuring the 5760 high availability
pair with a lacp system-priority lower than the default of 32768 and lower than its
upstream VSS switch, will cause the 5760 high availability pair to determine which links
are active and which are placed in hot standby mode. All port members in a LACP
EtherChannel bundle have a default lacp port-priority of 32768. Assigning a higher lacp
port-priority to the backup ports will make them less desirable and place them in Hot
Standby status.

5760-WLC (config) #lacp system-priority 16384
5760-WLC (config) #interface TenGigabitEthernet [desired
backup port number]

5760-WLC (config-if) #lacp port-priority 6500

Step 16: Configure a trunk.

Configure an 802.1Q trunk that will be used to provide the voice, data, and management VLANSs to the Cisco
5760 Series WLC. The following commands will be automatically applied to those physical interfaces that are
members of the Port-Channel group created in the previous step.

interface port-channel [number]

description EtherChannel link to the Services 6500VSS pair

switchport mode trunk

switchport trunk allowed vlan [data VLAN], [voice VLAN], [management VLAN]

logging event link-status

logging event trunk-status

logging event bundle-status

no shutdown

Step 17: Create an access list. This provides added security to the management and control plane of the
wireless LAN controller.

access-list [ACL number]permit [network management subnet]

Step 18: Enable Simple Network Management Protocol (SNMP) in order to allow the controller be managed
by a Network Management System (NMS), and then configure SNMPv2c both for a read only and a read-write
community string.

snmp-server community [read only community string] RO [access list]

snmp-server community [read write community string] RW [access list]

snmp-server location [location]

snmp-server contact [contact]



Step 19: Configure RADIUS settings that request RADIUS attribute 6 be included in authentication requests as
well as miscellaneous timers.

aaa new-model

radius-server attribute 6 on-for-login-auth

radius-server dead-criteria time 10 tries 3

radius-server deadtime 3

Step 20: Configure device management protocols, default passwords, and access control to the vty lines used
for CLI management access as defined in Step 17 above.

ip domain-name cisco.local

ip ssh version 2

line vty 0 15

transport input ssh

transport preferred none

access-class [access list] in

Step 21: Enable AAA authentication for the web GUI interface.

ip http authentication aaa login-authentication default

ip http authentication aaa exec-authorization default

Step 22: Enable dot1x authentication globally on the controller.
dotlx system-auth-control

The following is an example of the initial Cisco 5760 Series WLC configuration within the Cisco Catalyst 6500
Series VSS-based services block.
ntp server 10.4.48.17
clock timezone PST -8 0
service timestamps debug datetime msec
service timestamps log datetime msec
service password-encryption
ip domain-name cisco.local
ip ssh version 2
hostname 5760-WLC
enable secret clscol23
username admin password clscol23
vlan 116
name WLAN-Data
vlan 120
name WLAN-Voice
vlan 275
name WLAN-Mgmt
exit
interface Vlanllé
description WLAN-Data VLAN
ip address 10.4.16.68 255.255.252.0
ip helper-address 10.4.48.10
interface V1anl20
description WLAN-Voice VLAN



ip address 10.4.20.68 255.255.252.0

ip helper-address 10.4.48.10

interface V1an275

ip address 10.4.175.68 255.255.255.0

ip helper-address 10.4.48.10

!

ip default-gateway 10.4.175.1

ip route 0.0.0.0 0.0.0.0 10.4.175.1

!

access-1list 55 permit 10.4.48.0 0.0.0.255

snmp-server community cisco RO 55

snmp-server community ciscol23 RW 55

snmp-server location My-Location

snmp-server contact My-NOC

!

aaa new-model

radius-server attribute 6 on-for-login-auth
radius-server dead-criteria time 10 tries 3
radius-server deadtime 3

!
dotlx system-auth-control

!

tacacs server TACACS-SERVER-1

address ipv4 10.4.48.15

key SecretKey

!

aaa group server tacacs+ TACACS-SERVERS

server name TACACS-SERVER-1

!

aaa authentication login default group TACACS-SERVERS local
aaa authorization exec default group TACACS-SERVERS local
aaa accounting exec default start-stop group TACACS-SERVERS
aaa authorization console

!

line vty 0 15

transport input ssh

transport preferred none

access-class 55 in

|

!

ip http authentication aaa login-authentication default
ip http authentication aaa exec-authorization default
!

interface range TenGigabitEthernetl/0/1-2
description To Services 6500VSS-Switch-1

|

interface range TenGigabitEthernet2/0/1-2



description To Services 6500VSS-Switch-2

!

interface range TenGigabitEthernetl/0/1-2, TenGigabitEthernet2/0/1-2
switchport

logging event link-status

logging event trunk-status

logging event bundle-status

channel-protocol lacp

channel-group 1 mode active

interface port-channel 1

description EtherChannel link to the Services 6500VSS pair
switchport mode trunk

switchport trunk allowed vlan 116,120,275

logging event link-status

logging event trunk-status

logging event bundle-status

no shutdown

Step 23: Continue the configuration of the Cisco 5760 Series WLC by accessing the web GUI on the 5760
redundant pair via the following URL in one of the supported browsers (Example : https://10.4.175.68/wireless).

https://[ip address of 5760]/wireless

1 | Tech Tip

The Cisco 5760 Series WLC supported browsers as of Cisco I0S-XE version 3.3.0SE
are as follows:

Google Chrome Version 26.x
Microsoft Internet Explorer Version 10.x
Mozilla Firefox Version 20.x

Configure wireless user authentication on Cisco 5760 Series WLC

Step 1: Starting in this release of the CVD, the RADIUS authentication service is provided by the Cisco Identity
Services Engine (ISE). The Cisco ACS server will solely be used for network administrative access to the WLC
using TACACS+.

Table 11 - Cisco ISE configuration values

ISE server IP address Hostname Shared secret
Primary 10.4.48.41 ISE-Server-1 SecretKey
Secondary 10.4.48.42 ISE-Server-2 SecretKey



https://[ip-address-of-5760]/wireless

Step 2: When accessing the WLC using a web browser using SSL, accept the WLC self-signed certificate.
Depending on the browser in use, select the option that allows you to continue to the website using the
certificate presented to the browser.

Step 3: Enter the Cisco Secure ACS based username and password. If Secure ACS is not available, the WLC
will fall back to the locally defined userid and password that was created in Procedure 2, “Use CLI to initially
configure Cisco 5760 Series WLC.” (Example: admin/c1sco123).

Windows Security @

The server 10.4.175.68 at priv_15_access requires a username and
password,

& =——

[7] Remember my credentials

| ok %J[ Cancel

Next, define a new RADIUS server.

Step 4: Navigate to Configuration > Security > AAA > RADIUS > Servers, and then click New.

e
- Wireless Controlles — 2
2 L g £) Home  Montor|v  Configuraton | v Adminitration [ ¥ Help

Radius Servers

Security

- Ama new remoie sow [ -|g

v Rl Server Name Address Auth Port Acct Port

o General No data avalable

& Authentication
& Accounting
@ Authorization
™ Server Groups
o Radus
@ Tacacs+
o Ldap
~ RADIUS
u Eenersi
u Falback
& TACACS+ Servers
& LDAP Servers
u Users
u MAC Filtering v
;

Step 5: Enter a name for the Cisco ISE server, the IP address, and the shared secret (SecretKey).

Step 6: In the Auth Port box, enter 1812, in the Acct Port box, enter 1813, and then click Apply.



1 | Tech Tip

For consistency between this guide and other CVD guides, we have standardized on
these well-known TCP ports for RADIUS authentication and accounting: 1812 and
1813. The Cisco ldentity Services Engine supports both the older 1645/1646 ports and
the newer standardized 1812/1813 ports by default.
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The preceding steps apply this configuration.

radius server [RADIUS Server Name]
address ipv4 [IP address] auth-port 1812 acct-port 1813
key [SecretKey]

Step 7: Repeat the steps above to define the redundant Cisco ISE RADIUS server using the values found in

Table 11.

Step 8: Navigate to Configuration > Security > AAA > Server Groups > Radius, and then click New.

Step 9: Enter the Radius Group name. (Example: ISE-Group).

Step 10: In the Available Servers list, choose the Cisco ISE RADIUS servers just created, move them to the
Assigned Servers list by clicking the right arrow, and then click Apply.

'ﬂw Monitor | v Configuration | v Administration | v Help

Security
v AAA
» Method Lists
~ Server Groups
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ame
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Available Servers
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ISE-Server-1
ISE-Server-2
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The preceding steps apply this configuration.

aaa group server radius [Group Name]

server name [RADIUS Server Name]

Next, create a Method List for wireless user authentication.

Step 11: Navigate to Configuration > Security > AAA > Method Lists > Authentication, and then click New.

Step 12: Enter a Method List name. (Example: ISE-Authentication-Method-List)

Step 13: In the Available Server Group list, choose the Server Group, move it to the Assigned Server Groups
list by clicking the right arrow, and then click Apply.

Security
~ ARA
~ Method Lists
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u  Authentication
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u Authorzation
» Server Groups
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Users
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> AQL
* Web Auth

£t Home  Monitor |¥  Configuration | v Administration | v Help
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Authentication
Authentication > New

Method List Name | ISE-Authentication-Method-List

Type: @ dot1x Ologin
Group Type: @ group O local
Falback to local O
Available Server Groups Assigned Server Groups
Groups In This Method

* Method List Name can be ‘default” or any User defined Name.

The preceding steps apply this configuration.

aaa authentication dotlx [Method List Name] group [Group Name]

Next, create a Method List for wireless user accounting.

Step 14: Navigate to Configuration > Security > AAA > Method Lists > Accounting, and click New.

Step 15: Enter a Method List name. (Example: ISE-Accounting-Method-List)

Step 16: In the Available Server Group list, choose the Server Group, move it to the Assigned Server Groups
list by clicking the right arrow, and then click Apply.
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The preceding steps apply this configuration.

aaa accounting dotlx [Method List Name] start-stop group [Group Name]

Example
radius server ISE-Server-1
address ipv4 10.4.48.41 auth-port 1812 acct-port 1813
key SecretKey
!
aaa group server radius ISE-Group
server name ISE-Server-1
!
aaa authentication dotlx ISE-Authentication-Method-List group ISE-Group
aaa accounting dotlx ISE-Accounting-Method-List start-stop group ISE-Group

Configure management authentication on Cisco 5760 Series WLC

(Optional)

Beginning with this CVD, Cisco Secure ACS will be used solely to provide authentication, authorization and
accounting (AAA) services for controlling network management access. Secure ACS will not be used to provide
security services for wireless users authenticating to the wireless network.

The following steps were completed as part of the initial CLI configuration in the preceding section. They are
shown here to provide the necessary configuration guidance via the web interface.

Define a new TACACS+ server.

Step 1: Navigate to Configuration > Security > AAA > TACACS+ Servers, and then click New to define a new
TACACS+ server.

Step 2: Enter a name for the ACS server (Example: TACACS-SERVER-1), the IP address (Example:10.4.48.15),
and the shared secret (SecretKey), and then click Apply.

Save Configuration |
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 RADIUS
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U Falback

u TACACS+ Servers

The preceding steps apply this configuration.

tacacs server [Server Name]
address ipv4 [IP address]
key [SecretKey]



Next, create a new TACACS+ Server Group that contains the ACS TACACS+ server defined in the preceding
steps.

Step 3: Navigate to Configuration > Security > AAA > Server Groups > Tacacs+, and click New.
Step 4: Enter the Tacacs Server Group Name. (Example: TACACS-SERVERS)

Step 5: In the Available Servers list, choose the TACACS+ server that you just created, move it to the Assigned
Servers list by clicking the right arrow, and then click Apply.
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Apply |

Security Tacacs Server Group
Tacacs Server Group > New
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The preceding steps apply this configuration.

aaa group server tacacs+ [TACACS Group Name]

server name [Server Name]

Next, create a default Method List for TACACS+ management access to the WLC.
Step 6: Navigate to Configuration > Security > AAA > Method Lists > Authentication, and then click New.
Step 7: Enter a Method List name (Example: default).

Step 8: Select the login as the Method List Type and group as the Group Type, and then select Fallback to
local, which enables fallback to local authentication.

Step 9: In the Available Server Groups list, choose the ACS Server Group (Example: TACACS-SERVERS), move
it to the Assigned Server Groups list by clicking the right arrow, and then click Apply.
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The preceding steps apply this configuration.
aaa authentication login default group [TACACS Group Name] local
Next, create a Method List for TACACS accounting.

Step 10: Navigate to Configuration > Security > AAA > Method Lists > Accounting, and then click New.



Step 11: Enter a Method List name (Example: ACS-Accounting-Method-List), and then select exec, which
enables accounting start/stop records for exec commands issued to the controller.

Step 12: In the Available Server Groups list, choose the ACS TACACS Server Group, move it to the Assigned
Server Groups list by clicking the right arrow, and then click Apply.
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The preceding steps apply this configuration.

aaa accounting exec default start-stop group [TACACS Group Name]

Next, create a Method List for TACACS authentication exec requests.

Step 13: Navigate to Configuration > Security > AAA > Method Lists > Authorization, and click New.
Step 14: Enter a Method List name. (Example: ACS-Authorization-Method-List)

Step 15: Select exec as the type and group as the Group Type.

Step 16: In the Available Server Groups list, choose the ACS TACACS Server Group, move it to the Assigned
Server Groups list by clicking the right arrow, and then click Apply.

1 | Tech Tip

In order for the web interface to function properly with TACACS+, the Method List
Name must be called “default”. Failure to define the default method list will cause
authorization errors (WSMA) to occur on various screens within the web interface.
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In order to use the ACS/TACACS method lists just created for web GUI authentication, assign them as AAA
methaod lists used for IP HTTP. This can only be done from the CLI.



Step 17: Access the CLI on the 5760 and enter the following commands.

ip http authentication aaa login-authorization default

ip http authentication aaa exec-authorization default

Example

tacacs server TACACS-SERVER-1

address ipv4 10.4.48.15

key SecretKey

!
aaa group server tacacs+ TACACS-SERVERS

server name TACACS-SERVER-1
aaa authentication login default group TACACS-SERVERS local
aaa authorization exec default group TACACS-SERVERS local
aaa accounting exec default start-stop group TACACS-SERVERS
!
ip http authentication aaa login-authentication default

ip http authentication aaa exec-authorization default

Configure wireless settings on the 5760

There are a number of wireless related management settings that need to be configured on the Cisco 5760
Series WLC in order to enable wireless support. This includes the default mobility domain, RF group name,
which is used between wireless LAN controllers to share information about wireless clients and Radio Resource
Management, respectively. It is recommended to use a different mobility group name when dedicated wireless
LAN controllers are being used for each building. This best practice approach will eliminate un-needed client
state information from being shared between controllers. Likewise, if buildings are physically separate from each
other from an RF perspective, it is recommended to use different RF Group names to size of the data collected
that is used during Radio Resource Management (RRM) calculations.

Fast SSID Change is recommended as it allows a wireless client to switch from one WLAN SSID to another on
the same controller without delay. Finally, the wireless LAN controller needs to have a VLAN identified that will be
used for wireless management.

Step 1: Navigate to Configuration > Controller > System > General.

Step 2: Select Fast SSID change, enter a Default Mobility Domain name (Example: Campus) and an RF group
name (Example: CAMPUS), and then click Apply.

Save Confiquration | R
alvaln
Wireless Controller p—
c1sco 4% Home  Monitor | ¥ Configuration | ¥ Administeation | ¥ Heln
controller General | Apoly |
~ System
= General Name S760-WLE

o Multicast AP Multicast Mode | Unicast | »

~ Interfaces Fast 55ID change
AP Falback

Default Makilty Domain [ CAMPUS

RF group name [campus

u Port Summary

u wireless Interface

v wLAN

300
u Layer2 WLAN User idle timeout

32 Degree Celsius
& Layer3 Interface Temperature Value o

GREEN
- Ternperature Status




The preceding steps apply this configuration.
wireless client fast-ssid-change
wireless mobility group name [Mobility Group Name]
wireless rf-network [RF Group Name]

Step 3: Navigate to Configuration > Controller > System > Interfaces > Wireless Interface, and then click the
Unconfigured interface name.

o —
i £3 Home  Moniter | ¥ Configuration | ¥ Administration | T Help

Wireless Interface

Controller

" syem N —

® Generd Interface Type Interface Name 1P Address 1P Netrnask MAC Address “aniD

& Multicast O Management Unconfigured 169.254.1.1 255.255.255.0 0000:0000:0000 0
¥ Interfaces h
Unconfigured
W Port Summary

u Wiireless Interfare |

Step 4: In the Select Interface list, choose the VLAN interface that will be used for wireless management
(Example: VLAN 275), click Apply, and then click Save Configuration. The running configuration is saved.

Save:
{» Home  Monitor |¥  Configuration | v  Administration | v Help
ConTToley Management interface creation [ Apply |
~ Syster
il Select Interface [Viant[~]
u General Viani
& Multicast Vian275 A
Te1/0/1
~ Interfaces Te1/o2 ™
®  Port Summary Te1/0/3
< >

o Wireless Interface

The preceding steps apply this configuration.

wireless management interface Vlan [VLAN Number]

1 | Tech Tip

In order to manage the wireless LAN controller from a wireless client, enter the
following using the CLI interface on the Cisco 5760 Series WLC:

wireless mgmt-via-wireless
The management over wireless feature allows you to configure and monitor the WLC

using a wireless client. All management tasks, with the exception of uploading and
downloading to/from the controller are supported.

Example

wireless client fast-ssid-change
wireless mobility group name CAMPUS
wireless rf-network CAMPUS

|

wireless management interface V1an275
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Enable multicast support on 5760 WLC

Some data and voice applications require the use of multicast in order to provide a more efficient means of
communication typical in one-to-many communications. The CUWN based local-mode design model tunnels all
traffic between the AP and WLC. As a result, the WLC issues all multicast joins on behalf of the wireless client.

The various multicast streams can be delivered to the APs in one of two manners. The first is called multicast-
unicast, and in this mode each multicast stream is converted to unicast and sent to the access points with
wireless clients who have requested the multicast stream. If many users across many access points are
requesting the same stream, the WLC must replicate each frame of the multicast stream, convert it into a unique
unicast format and replicate it for each access point with an associated multicast subscriber. At large numbers of
access points and subscribed multicast users, this becomes highly inefficient.

A more scalable method is to use Multicast-Multicast (MC-MC) mode. In MC-MC mode, the multicast stream
is converted to a unique controller-to-AP multicast flow. The underlying campus infrastructure, which must be
configured for multicast, will facilitate this MC-MC flow to reach each AP that has subscribed wireless users. The
end result is a much more scalable and efficient method for handling multicast flows across the campus network.

OOy Reader Tip

Each redundant controller pair must use a unique multicast group address.

It is recommended to use the IANA administratively scoped address range
239.0.0.0239.255.255.255 excluding 239.0.0.X239.128.0.X. More information about
multicast addressing can be found here:
http://www.cisco.com/en/US/tech/tk828/technologies_white_
paper09186a00802d4643.shtml

Step 1: Navigate to Configuration > Controller > System > General.

Step 2: In the AP Multicast Mode list, choose Multicast.

Step 3: In the Multicast Group address box, enter the IP multicast address that will be used to forward the
multicast streams from this controller, and then click Apply. (Example: 239.68.68.68)

1 | Tech Tip

The multicast address must be unique for each controller or controller high availability
pair in the network. The multicast address entered is used as the source multicast
address, which the access points registered to the controller will use for receiving
wireless user-based multicast streams.

Save Configuration |
alvaln - N
R SRRste=zicentioller £} Home  Monitor |¥  Configuration | v  Administration | v  Help
Controller General Apply.
~ System
o General Name 5760-WLC
B Multicast AP Multicast Mode Multicast  ~ Multcast Group address| 239.68.68.68 |
v Interfaces Fast SSID change B
u  Port Summary AP Fallback
& Wireless Interface Default Mobilty Domain[CAMPUS |
> VLAN RF group name [Eampus



http://www.cisco.com/en/US/tech/tk828/technologies_white_paper09186a00802d4643.shtml
http://www.cisco.com/en/US/tech/tk828/technologies_white_paper09186a00802d4643.shtml

The preceding steps apply this configuration.
ap capwap multicast [Multicast Group Address]

Step 4: Navigate to Configuration > Controller > System > Multicast, select Enable Global Multicast Mode.
Click Apply, and then click Save Configuration

‘Save Configu
I
= Contxolier e e e e e e e

Controller Multicast =)
* System

¥ General Enable Global Mulicast Mode

- o e ey

¢ ferfaces 16MP Timeout (ssconds)

» VAN
> Intemal DHCP Server
> Management
* Mobilty Management
> mMDNS

The preceding steps apply this configuration.

wireless multicast

Example
wireless multicast

ap capwap multicast 239.68.68.68

Configure the 5760 voice wireless LAN

When compared to data traffic, voice traffic is not tolerant of delay, jitter, or packet loss. In some cases, multicast
may be used in one-to-many push to talk types of applications, but mainly unicast is used as the primary method
of communication.

This procedure creates a voice WLAN and applies the QoS settings necessary provide Platinum QoS service to
these flows. For alignment to the Cisco AireOS controllers QoS mechanisms, this guide uses the precious metal
based QoS policies as used within the AireOS controllers. The Cisco I0S-XE based controllers have inherited the
modular QoS CLI (MQC) from Cisco I0S-routers and switches. MQC provides significantly more flexibility than
precious metal based QoS. This guide uses the the precious metal QoS policies to align to the same precious
metal QoS policies which are available in the AireOS based controllers.

Step 1: Navigate to Configuration > Wireless > WLANS, and then click New.

Step 2: Enter a WLAN ID (Example 2), the Wireless SSID (Example: WLAN-Voice), and a meaningful profile name
(Example: Voice), and then click Apply.

Save Configuration

I S
0 Wireless Controller 4> Home Monitor | v  Configuration |  Administration v Help

wireless [WLARS
WLANs > Create New

r WLAN

roA Paint:
ccess Points WANDD

> 802.11a/nfac e
» 802.11b/g/n SsID ke

> Media Stream Profi Name| Voicel =]
» qos

Fapply

The preceding steps apply this configuration.
wlan [Profile Name] [WLAN ID] [SSID]

shutdown



Next, configure the specific parameters of the Voice WLAN.

Step 3: Click the profile name you just created.

""" & Home  Moritor | Y configuration | Y Administration | Y Help

WLANs

wireless
*WLAN Mobilty Archor  New  Remove show Al <]|S§
* Access Paoints Profile D 51D VLAN Status

* 802.11afn/ac O voice 2 WLAN-Voice 1 Disabled

» 802.11h/gfn h

» Media Stream

* QoS

Step 4: On the General Tab for the Wireless Voice WLAN, from the menu, choose the WLAN-Voice interface.

Step 5: Select Multicast VLAN Feature then select Status , and then click Apply. This enables multicast and

';Hume Monitor | ¥ Configuration | ¥ Administration | Y Help -'
wireless WLAN | ooy |
» WLAN

Security Q05 A Advarced
» Access Points
b 802.11a/nfac Profie Hame Voice
> B02.11bfgin Type WLAN
» Medis Stream 550 WLAN-VOice
> QoS Status N

[wPL2][Auth(802. 1x)]

(Modifications done Under security tab wil appear after applying the changes.)

Security Policies

Radio Palicy LAl
Interface/Interface Group(G) | WLAN-Voice |~
Broadcast SSID

Multicast VLAN Feature

Multicast Interfacs

Step 6: On the Security Tab, navigate to AAA Server, and then choose the RADIUS authentication and

accounting method lists that you created in Procedure 3, and then click Apply.

£ Home

Waritor | ¥ Configuration | Y Administration | ¥ Hel

WLAN
WLAN > Edit

Wireless

> OWLAN
General

* Bccess Points

Layer2 Layer3

> 802, 11afnfac
s

SRRl Buthentiation Methad
* Medda Stream

> QoS

Accounting Method

Local EAP Authentication [

Apply |

Advanced

1SE-Authentication-Method-List «

ISE-ACcounting-Method-List |~

OOy Reader Tip

Precious metal QoS policies (platinum, gold, silver and bronze) will be applied using
CLI for the three SSIDs supported in this guide after each of the WLANs (Voice, Data,
Guest) have been created. The use of the precious metal named QoS policies on the
Cisco 5760 Series WLC aligns to those which already exist on the Cisco AireOS based
controllers. The Cisco IOS-XE based controllers offer modular Quality of Service CLI
(MQC) mechanisms that provide greater flexibility with regard to QoS. Depending on
the requirements, MQC may provide advantages over the precious metal based QoS.
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Step 7: On the AVC tab, select Application Visibility Enabled,
Control is enabled.

less Controller

¥ Home  Maritor | Y Configuration | Y Administration | ¥ Hel

wireless WLAN

WLAN » Edit
> Bl General Secuity cos [ scvanced
* Access Points
» B02.11afnfac Application Visibility
» 802.11bfg/n Application Wity Enabled
* Media Stream Upstream Prafie
> oos R,

and then click Apply. Application Visibility and

[ Apply |

Step 8: On the Advanced Tab, provide the IP address of the DHCP Server (Example: 10.4.48.10). Click Apply,

and then click Save Configuration

less Controller

Configuration | ¥

£k Home  Maritor | 7 Administration | T Heln
wireless WLAN (apnly ]
WLAN > Edit
»WLAN
Gereral Security Qo3 AVC
» Access Paints A
*» 802.11a/nfac Bl AAB Overtide O DHCP B
» g02.11bfgin Coverage Hole Detection %
» Media Stream Fer T (=) DHCP Server 1P Address (w4480 ]
- qos (D Sesmmeey chs) DHCP address Assgnment required [
)
& QosPicy Airanet IE DHCP Optian 62 O |
EZHESEE GE] & DHCP Option 62 Format hane | =
P2P Blocking Action Disablect | ~ 8 G ER SN O
Mecia Stream Multicast-drect [ BHCP Option 62 Rid Mods O
Client Exclusion
NAC
Timecut valistsecs) L
NAC State [
Mo Mlowed Clert (0|
Off Channel Scanning Defer
001 2 3 4 5 &8 7
Sean Defer Priority Ooooo O

The preceding steps apply this configuration.

wlan [Profile Name] [WLAN ID] [SSID]
ip dhcp server [DHCP Server Address]

Example

wlan Voice 2 WLAN-Voice
accounting-list ISE-Accounting-Method-List
client vlan WLAN-Voice
ip flow monitor wireless-avc-basic input

ip flow monitor wireless-avc-basic output

security dotlx authentication-1list ISE-Authentication-Method-List

session-timeout 1800

no shutdown

Configure the 5760 data Wireless LAN

Providing separation to data and voice traffic remains a best practice and is essential in any good network
design. This ensures proper treatment of the respective IP traffic regardless of the medium it is traversing. This

procedure defines the data wireless LAN.

Step 1: Navigate to Configuration > Wireless > WLANSs, and then click New.
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Step 2: Enter a WLAN ID (Example: 1), the Wireless SSID (Example: WLAN-Data), and a meaningful profile
name (Example: WLAN-Data), and then click Apply.

Moritor | ¥ configuration | ¥ Administration | ¥ Help

ik Home

WLANs
WLANS > Create New

Wireless

rOWLAN

> nccess Points Apply
> B0Z.11ajnfac WLAN ID

» anz11bgin ssID [wLanData |

» Merdia Straam Profil Narme | WLANDats ]

- qos [

u QOS-Policy

The preceding steps apply this configuration.
wlan [Profile Name] [WLAN ID] [SSID]

shutdown

Next, configure the specific parameters of the Data WLAN.

Step 3: Click the profile name you just created.

Moritor | ¥ configuration | ¥ Administeation | ¥ Help

£ Home

Wireless WLANS
> e T e B |
" Re==slPEns Prafie D ssD VLAN Status

> 802.11afnfac O wianData 1 WLAN-Data 1 Disabled
» B02.11bgfn O voice ‘“_ 2 WLAN-VBiCE 120 Enzbled
WLAN-Data
» Meia Stream

T QO35
u QOS-Polcy

Step 4: On the General Tab for the Wireless Data WLAN, from the menu, choose the WLAN-Data interface, and
then select both Multicast VLAN Feature and Status, then click Apply. This enables multicast and the WLAN.

4 Home  Moritor | v configuration | ¥ adminstration | v Help ‘

wireless [WLAN [amoly |

WLAN > Edit

» wLen
Security Qo5 v Advanced

» Access Points

» B02.11ajnfac Profile Name WLAN-Data
» BOZ.11bJ3in Type e
> Media Stream proy WLAN-Data
T Qos Status
o QOS-Policy [WRAZ][AUth(E02. 1x)]

Security Policies
(Moiifications cone under security tab wil appear after applying the changes.)

Racia Policy Al -

Interface/Interface Group(G) | WLAMData | -
Broadcast SSID
Multicast VLAN Feature

Multicast Interface default

The preceding steps apply this configuration.

wlan [Profile Name] [WLAN ID] [SSID]
client vlan [VLAN Name]

no shutdown
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Step 5: On the Security Tab, navigate to AAA Server, select the RADIUS authentication and accounting method
lists created in Procedure 3 then click Apply.

¥ Home  Maonitor | Y Configuration | Y Administration | ¥ Help

wireless WLAN Apply |
WLAN > Edit
> OWLAN
General QOS5 ANC Advanced
* Access Points
Layer2 Layer3

* 802.1la/nfac

" B il authentication wethod | ISE-Authentication-Method-List |~

* Media Stream i
Accounting Methad 1SE-Accounting-Method-List |

Ve Local EAP Authentication (]

u QOS-Palicy

The preceding steps apply this configuration.
wlan [Profile Name] [WLAN ID] [SSID]
accounting-list [RADIUS Accounting Method List Name]
security dotlx authentication-list [RADIUS Authentication Method List Name]

Step 6: On the AVC tab, select Application Visibility Enabled and then click Apply. This enables Application
Visibility and Control.

G Home  Monitar | ¥ Configuration | Y admivistration | Y Help

wireless WLAN [ ooty |

WLAN > Edit

> WLAN
General Securty qos AN scvanced

» Access Points

> on2 La Applction Vishilty

» 802.11b/gjn ‘Application Visbiity Enabled (]

> Mt Stream Upstream Profle
T Qos Downstream Profle

u QOS-Palicy

The preceding steps apply this configuration.
wlan [Profile Name] [WLAN ID] [SSID]

ip flow monitor wireless-avc-basic input

ip flow monitor wireless-avc-basic output

Step 7: On the Advanced Tab, provide the IP address of the DHCP Server (Example: 10.4.48.10), and then click
Apply followed by Save Configuration.

4% Home  Monitor | ¥ Configuration | ¥ Administration | ¥ Help ‘

wireless WLAN Apnly |
WLAM > Edit
»WLAN
Gereral Security QoS ave advanced
* pccess Paints -
» B02.11a/nfac Allow AR Override O DHCP M
» 802.11bfain Coverage Hole Detection N
10.4.48.10
- qos (O S ) DHCP Address Assignment required [
V]
¥ QOS-Polcy Alronet IE DHCP Option 82 a |
Disgnostic Charmel u DHCP Option 82 Format Mane | -
Disabledt|
PP Blocking Action Deaed (7] DHCP Option 82 Asci Mode O
Mecia Stream Multicast direct [ DHCP Option 62 Rid Mode O
Client Exclusion
NAC
Timeout Valus(secs) 4

nAC State [
Ma slowed ciert [0 |

Off Channel Scanning Defer

FS
]
RS
I~

o 1 2 3
Scan Defer Priority Ooo0oOoo
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The preceding steps apply this configuration.

wlan [Profile Name] [WLAN ID] [SSID]
ip dhcp server [DHCP Server Address]

Example

wlan WLAN-Data 1 WLAN-Data
accounting-list ISE-Accounting-Method-List
client vlan WLAN-Data
ip dhcp server 10.4.48.10
ip flow monitor wireless-avc-basic input
ip flow monitor wireless-avc-basic output
security dotlx authentication-1list ISE-Authentication-Method-List
session-timeout 1800

no shutdown

Apply QoS on the Cisco 5760 Series Wireless LAN Controller

The Cisco I0S-XE Wireless LAN based controllers provide extremely flexible QoS policies that can be applied
to the port, SSID or wireless client. This method of QoS is referred to as modular QoS CLI (MQC) and is not
covered at this time in this guide. For information about using MQC on the Cisco 5760 WLC, see the QoS
Configuration Guide, Cisco IOS XE Release 3E (Catalyst 3850 Switches), here:
http://www.cisco.com/en/US/docs/switches/lan/catalyst3850/software/release/3se/qos/
configuration_guide/b_gos_3se_3850_cg.htm!

To align with the QoS policies available on the Cisco AireOS based wireless LAN controllers, this guide describes
implementing the precious metal QoS policies on the Cisco 5760 WLC. These policies are based on the 802.11e
eight user priorities (UP), which are grouped into four distinct QoS levels:

- Platinum/Voice (User Priority 7 and 6)—Ensures a high quality of service for voice over wireless.
- Gold/Video (User Priority 5 and 4)—Supports high-quality video applications.

- Silver/Best Effort (User Priority 3 and 0)—Supports normal bandwidth for clients. This is the default
setting.

- Bronze/Background (User Priority 2 and 1)—Provides the lowest bandwidth for guest services.

While the precious metal policies are available and hard coded on the Cisco IOS-XE series of Wireless LAN
controllers such as the 5760, they cannot be configured from the web-based GUI. The hard coded names for
each of the precious metal QoS policies are case sensitive and are shown in the following table.

Table 12 - QoS precious metal to WLAN mapping

WLAN usage Downstream policy Upstream policy
Voice platinum platinum-up
gold gold-up
Data silver silver-up
Guest bronze bronze-up



http://www.cisco.com/en/US/docs/switches/lan/catalyst3850/software/release/3se/qos/configuration_guide/b_qos_3se_3850_cg.html
http://www.cisco.com/en/US/docs/switches/lan/catalyst3850/software/release/3se/qos/configuration_guide/b_qos_3se_3850_cg.html

1 | Tech Tip

The precious metal policies are hard coded and do not appear in any CLI show
commands. Use caution when configuring them as they are all in lower case.

Step 1: On the Cisco 5760 Series WLC, enter enable mode by entering enable and pressing enter.

Controller> enable
Controller#

Step 2: Enter configuration mode by entering configure terminal and pressing enter.

Controller> configure terminal
Controller (config) #

Step 3: Apply the platinum QoS policy to the Voice Wireless LAN by entering the following.
wlan [Voice Profile Name] [Voice WLAN ID] [Voice SSID]

service-policy output platinum

service-policy input platinum-up

Step 4: Apply the silver QoS policy to the Data Wireless LAN by entering the following.
wlan [Data Profile Name] [Data WLAN ID] [Data SSID]

service-policy output silver

service-policy input silver-up

Step 5: Save the running configuration by entering the following.

copy running-config startup-config

Step 6: Verify that the service policies have been applied to the WLANSs by entering the following command and
noting the QoS service policy.

Controller (config) #show wlan all

QoS Service Policy - Input

Policy Name : silver-up
Policy State : Validation Pending
QoS Service Policy - Output
Policy Name : silver
Policy State : Validation Pending
1 | Tech Tip

The service policy will initially show as Validation Pending. This is because there have
not yet been any wireless client associations to that WLAN and the verification is
performed when the policy is implemented for the wireless client when they associate.



Step 7:

Verify that the service policies have been allied to the WLANSs by navigating to Configuration >

Wireless > WLAN, clicking the WLAN, clicking the QoS tab, and then noting the service policy name.

Save Configuration
5" wrirel I
wireless Controller —
o 4 Home  Monitor | ¥ configuration | ¥ admiristration | ¥ Help

wireless

> WLAN

> ccess Points
» g02.11afnfac
» 802.11b/g/n
* Media Stream
¥ Q0s

8 QOS-Policy

WLAN
WLAN > Edit

General secuty  [CCH  AvC Advanced

QoS SSID Policy

[_Apply |

Existing Policy  Assign Policy

Downstream Poicy  siver ~select- |~
Upstream Policy siver-up —select- |~
Qos Client Policy

Existing Policy  Assign Palicy

Downstream Policy  Mane ~Select- | v
Upstream Palicy Mone -Select- | v

WM

WM Policy | Mowed |~

Example

wlan WLAN-Data 1 WLAN-Data
service-policy output silver
service-policy input silver-up
!

wlan Voice 2 WLAN-Voice
service-policy output platinum

service-policy input platinum-up

1[I - 1B Enable Band Select and ClientLink 1.0 on Cisco 5760 Series WLC

This procedure describes how to enable Band Select and ClientLink 1.0 on the Cisco 5760 Series WLC.

Enabli

Step 1:
entering

Caution

ng Band Select and Cisco ClientLink1.0 is disruptive to active wireless users.

From the Cisco 5760 Series WLC console, verify that the default values for Band Select are in effect by

the following command.

5760-WLC#sh wireless band-select

Band Select Probe Response : per WLAN enabling
Cycle Count )

Cycle Threshold (millisec) : 200

Age Out Suppression (sec) : 20

Age Out Dual Band (sec) : 60

Client RSSI (dBm) : -80

5760-WLCH#



Step 2: On the Cisco 5760 Series WLC, verify the status of Band Select by entering the following command.
5760-WLC#show wlan id 1 | begin Band

Band Select : Disabled
Load Balancing : Disabled
IP Source Guard : Disabled
<SNIP>

5760-WLC#

Step 3: On the Cisco 5760 Series WLC, enter enable mode by entering enable and pressing enter.

Controller> enable
Controller#

Step 4: Enter configuration mode by entering configure terminal and pressing enter.

Controller> configure terminal

Controller (config) #

Step 5: Enable Band Select on the Data WLAN by first disabling the WLAN, and then enabling band-select and
re-enabling the WLAN.

wlan [Data Profile Name] [Data WLAN ID] [Data SSID]

shutdown

band-select

no shutdown

1 | Tech Tip

By default, Legacy Client Link (Version 1.0) is disabled and version 2 and 3 are enabled
by default. Client Link version 2 is supported by generation 2 access points (1600,
2600, 3600) and version 3 is supported by the Cisco 3700 Series access point.

Step 6: If you are using Generation 1 access points and need to enable Cisco Client Link version 1.0., navigate
to Configuration > Wireless > 802.11b/g/n >Network >11n Parameters and enable Client Link 1.0 by selecting
the Client Link option, and then clicking Apply.

Save Corfiguration | Relis
e A
<ecl TEles Cehiieli £ Home  Monitor | Configuration | ¥ administration | ¥ Help
Wireless 802.11b/g/n Global Parameters [ Apply
*OAWLAN
* Access Paints General Data Rates
* 802.11a/nfac
b B02.11h Metwork Status 1Mbps | mandatory |~
= ETR e £02.11g Support .
2Mbps | mandatory v
o hetwork Beacon Period(millsacs) "
» RRM Short Preamble 55 Wbps | mandatory | »
& Hgh Throughput (802.11n)  Fragmentation Threshoid (bytes) | 2345 S Mbps | supported | -
& Mecia Parameters DTPC Suppoart oubps | supported |~
W EDCA Parameters 11n Parameters 11 Mbps | mandatory | ~
& Rearing Parameters Ciert Lk [ 12 Mbps | supparted | v
© Cleantir CCX Location Measurement 18 Mbps | supparted |+
» Meda Stream
wode (1 24Mbps | supported |+
> Q05
36 Mbps | supported |+
48Mpps | supported | v
54 Mops | supported |~

The preceding steps apply this configuration.

ap dotll 24ghz beamforming



Step 7: If you are using Generation 1 access points and need to enable Cisco Client Link version 1.0., navigate
to Configuration > Wireless > 802.11a/n/ac >Network >11n Parameters and enable Client Link (1.0) by selecting
the Client Link (1.0) option, clicking Apply, and then clicking Save Configuration.

Sae Configuration
Ll ’ "
Wil Cont
SECR ireless Controler ¥ Home Montor | ¥ Configuration | Y Administration | Help

wireless 802.11a/n/ ac Global Parameters [ Aoy |
> WLAN
» Access Points General Data Rates
* 802.11a/nfac
802.11a Netwark Status 6 Mbps | mandatary| ~
u Metwork il e —
- Beacon Period(milisecs) o vons [supportd[=
Fragmentation rhresmm(mtgs)-234ﬁ -
& High Throughput (802.11n/ 12 Mops | mandatary | ~ |
DTRC Support
u Media Parameters 18 Mbps | supported |~
802.11a Band Status
u EDCA Paramet 24 Mbps | mandatary | -
W DFS (802.11h) Low Band Enabled

36 Mbps | supported |~
Mid Barnd  Enabled

High Band Enabied

. Roaming Parameters 48 Mbps | supported | ~

u Cleandir 54 Mops | supported |~

~ 802.11bfafn 11n Parameters

u Hetwork Client Lirk

* RRM CCX Location Measurement

u High Throughput (802.11n
N i, ) ade [

The preceding steps apply this configuration.

ap dotll 5ghz beamforming

Example
wlan WLAN-Data 1 WLAN-Data
shutdown
band-select
no shutdown
!
ap dotll 24ghz beamforming
ap dotll 5 GHz beamforming

M1 -G [ - Wk Enable 802.11ac on the Cisco 5760 Series WLC

With the advent of 802.11ac, wave 1, 40 and 80MHz wide channels can be enabled. This can be accomplished
manually on an AP by AP basis, or can be enabled globally by using Dynamic Channel Assignment (DCA). Due to
the complexities of channel assignment, it is strongly recommended to allow the DCA process to select the best
channels.

1 | Tech Tip

For more information on channel assignment, please read the 802.11ac section in the
introductory section of this guide before completing the following procedure. Note that
changing the default channel width for 802.11ac capable access points will require the
802.11a network to be disabled and is therefore disruptive.



Step 1: Disable the 802.11a network by navigating to Configuration > Wireless > 802.11a/n/ac > Network,
clearing the 802.11a Network Status check box, and then clicking Apply.

£ Home  Monitor | ¥ Configuration | ¥ Admiistration | T Help ‘

Wireless 802.11a/n/ac Global Parameters apply |
> WLAN
» Access Foints General Data Rates

¥ 802.11a/nfac

{802,113 Network Status 6Mbps | mandatory v
u Metwork [ —
Beacan Period(milisecs)

v RAM 9Mbps | supported | -
i 2345
B Fragmentation Threshold(oytes) 236 | 12 Wpe [ o [¥
DTPC Suppart
w Coverage Threshalds 18 Mbps | supported | =
802.11a Band Status
w DCA 24 Mbps |_mandatary |~
Erabled
m TRC Lo Band Frati 36 Mbps |_supported |
MdBand  Enabled
U P @iy e s Eratied 48 Whps | supported |+
i . High Band Enable
w High Thraughput (302, 11n/z 54 s [ pmarted] <
U Media Parameters 11n Parameters
u EDCA Parameters Client Link
© DFS (802.11h) CCX Location Measurement
. Roaming Parameters

pnge (1

Step 2: Navigate to Configuration > Wireless > 802.11a/n/ac > RRM > DCA and select the desired Channel
Width to use (Example: 20 MHz, 40 MHz, 80 MHz).

Step 3: If it is available in your regulatory domain, select Extended UNII-2 Channels, and then click Apply.

rHome  Monitor | Y Configuration | Y administration | ¥ Help ‘

Wireless 802.11a/n/ac > RRM > Dynamic Channel Assignment (DCA) [ oty |
> OWLAN
A Fats Dynamic Channel Assignment Algorithm
* B02.11a/nfac
Channel Assignment Method: @ Automatic Interval 10 minutes v anchortime o~
w Metwork O Frose
v LR O oFF
u General Avoid Foreign AP Interference
& Coverags Thresholds Avoid Cisco AP load g
oo Avoid Non 802,113 Hoise
“ Bvoid Persistent Nor-wif Interference [
u TRC Channel Assignment Leader S760-WLC(10.4.30.68)
D P EEYI DCA Charrel Sensitivity medium |~
& High Throughput (802.11n/e
Charnel width O 20MHz O 40mMHz @ B0 MHz
u Meda Parameters
u EDCA Parameters DGA Channel List
W DFS (802.11h) 100,104,108,112, 116,132,136, 140, 1
49,153,157,161,36,40,44,48,52, 56,6
o Roaring Parameters DeA Channls 064

u Cleandir

» 802.11b/g/n

Select  Channel
» Media Stream

=) o

QoS
40
u QOS-Policy 4
48
52
56
&0
[ =
Extended UNIL2 charnels!
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Step 4: Enable the 802.11a network by navigating to Configuration > Wireless > 802.11a/n/ac > Network,
selecting 802.11a Network Status, clicking Apply, and then clicking Save Configuration.

ave Configuratior
bl | "
W . B
e s somreler GrHome  Monter | T Configuation | T Admiistration | Y Help

Wireless 802.11a/n/ ac Global Parameters [ anply |
> WLAN
> Access Paints General Data Rates
~ 802 11afnfac
e 802,113 Network Status K & Mhps | mandatary| ~
u Hetwor R e —
! J tio
s porociey [0 =
T i 2346
— Fragmentation Thresholdibytes) 12 Mbps | mandatary |~
DTPC Support
u Coverage Thresholds 18 Mbps | supported | v
802.11a Band Status
u DCa 24 Mbps _mandatary v
s TRC Low giand Enabled 36 Mbps | supported | ~

Mid Band  Enabled
High Bang Enabled

u RF Grouping
& High Throughput (802, 11n/:

48 Mops _supported |+
54 Mops | supported | +

W Media Parameters 11n Parameters
& EDCA Parameters Client Link
u DFS (802.11h) CCX Location Measurement
W Roarming Parameters
“ wode O

w Cleantir

1 | Tech Tip

The DCA process runs on a timed interval. For existing networks, forcing the DCA
process to restart from a clean state is recommended. The DCA process can be
manually restarted using the ap dot11 5 GHz rrm dca restart command. Note that
shutting down the 5 GHz network does not clear the historical information that the
DCA process has learned. Over time, however, the 802.11ac based channel selection
process will converge, selecting channels and aligning the primary channels in mixed
cell environments.

Example
! Disable the 5 GHz network
!
ap dotll 5 GHz shutdown

|

ladd the UNII-2 Channels
|

ap dotll 5 GHz rrm channel dca add 100
ap dotll 5 GHz rrm channel dca add 104
ap dotll 5 GHz rrm channel dca add 108
ap dotll 5 GHz rrm channel dca add 112
ap dotll 5 GHz rrm channel dca add 116
ap dotll 5 GHz rrm channel dca add 132
ap dotll 5 GHz rrm channel dca add 136
ap dotll 5 GHz rrm channel dca add 140

|

! Enable channel width of 80 or optionally 40
!

ap dotll 5 GHz rrm channel dca chan-width 80
|

! Configure supported and mandatory data rates
|



ap dotll 5 GHz rate RATE 6M mandatory

ap dotll 5 GHz rate RATE 9M supported

ap dotll 5 GHz rate RATE 12M mandatory
ap dotll 5 GHz rate RATE 18M supported
ap dotll 5 GHz rate RATE 24M mandatory
ap dotll 5 GHz rate RATE 36M supported
ap dotll 5 GHz rate RATE 48M supported
ap dotll 5 GHz rate RATE 54M supported

ap group default-group

!

! Enable the 5 GHz network

!

no ap dotll 5 GHz shutdown

end

! The following command is a global command
! and will restart the 5 GHz DCA process

ap dotll 5 GHz rrm dca restart

T[Tl Create the mobility peers on Cisco IOS-XE WLCs

(Optional)

You need to complete this procedure if you have a Cisco I0S-XE 5760 based controller that is providing wireless
guest services to your enterprise, and acting as a foreign anchor controller. As a foreign anchor controller, the
first step is to create the mobility peers to the DMZ-based Internet edge anchor controllers. In this example, there
are two 2504 guest anchor controllers located in the Internet edge and configured as new mobility controllers.

Step 1: Access the Cisco 5760 Series foreign anchor controller in the datacenter services block by using its
SSl-based URL. (Example: https://10.4.175.68/wireless)

Save Configuration
In
Wirele:
= it £} Home  Monitor |v  Configuration | v Administration | v Help

System Summary Top WLANs

System Time 10:42:36.902 PST Tue Feb 4 2014

03.12.96.EZP ENGINEERING
NOVA_WEEKLY BUILD

Profile Name Number of Clients

Software Version WLAN-Data 0

System Name 5760-WLC Voice 0
System Model AIR-CTS760 5760Guest 0
Up Time 5 days, 4 hours, 33 minutes
Wireless Management IP  10.4.175.68 AVC for WLAN : WLAN-Data

802.11 a/n/ac Network
State

802.11 b/g/n Network
State

Disabled
Enabled

Software Activation Detail
No AVC data available for this wlan

Access Point Summary
Total Up Down
802.11a/n/ac Radios 4 0 4
802.11b/g/n Radios 4 4 0

Al APs 4 4 o

Next, create a new mobility peer to the DMZ-based Cisco 2504 Series anchor controllers.


https://10.4.30.68/wireless

Step 2: Navigate to Configuration > Controller > Mobility Management > Mobility Peer, and then click New.

£ Home  Monitor | ¥  Configuration | v  Administration | ¥  Help

Controller Mobility Peer

s T ] —
" Interal DHCP Server 1P Address Public IP Address Group Name Multicast IP Control Link Status Data Link Status
* Management M 104.175.68 B e s « o

~ Mobility Management
u Mobility Global Config

u Switch Peer Group

Step 3: In the Mobility Member IP box, enter the IP address of each of the 2504 DMZ-based anchor controllers.
(Example 192.168.19.25).

Step 4: In the Mobility Member Group Name box, enter the mobility group name as defined on the DMZ based
2504 anchor controller (Example: 2504Guest), and then click Apply.

) Home  Monitor | ¥ configuration | Y admiristration | ¥ Help —

Controller Mobility Peer ‘

App
Hobilty Pest » Newe {bﬂ
* System
» Internal DHCP Server
Masity Member IF
> Management
wobity Vember Pubice ||

* Wbty Management

. Mobiity Global Config

Moabilty Member Group Name| 2309Guest

» [ Multicast IP Adcress

& Switch Peer Group
> NS

The preceding steps apply this configuration.

wireless mobility group member ip [IP Address of DMZ Anchor] public-ip [IP
Address of DMZ Anchor] group [DMZ Anchor Mobility Group Name]

Step 5: Repeat the previous steps for the second anchor controller. (Example:192.168.19.26)

Step 6: Navigate to Configuration > Controller > Mobility Management > Mobility Peer, and then verify that
connectivity is up between all the controllers by examining the mobility group information. In the Status column,
all controllers should be listed as Up. The negotiation process may take 30-90 seconds to complete, so press
Refresh to see the current status.

';me Monitor | v Configuration | v Administration | v Help ‘

Controller Mobility Peer
> i) — P —T
- ENE RSP EEET 1P Address Public IP Address Group Name Multicast IP Control Link Status Data Link Status
EaRianagement [ 10417568 - 5760CAMPUS 0.0.0.0 up up
~ Mobility Management M 192.168.19.25 192.168.19.25 2504Guest up up

u  Mobility Global Config M 192.168.19.26 192.168.19.26 2504Guest UP upP

. Mobility Peer

u Switch Peer Group
» mDNS
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1 | Tech Tip

Make sure that the mobility group names match exactly between the controllers. If the
Cisco 5760 Series WLC, for example, uses a Mobility Group name of 576 0CAMPUS,
make sure that the anchor controller has a peer pointing to the 5760 high availability
pair using its exact Default Mobility Domain name. Conversely, the 5760 must also
specify the Mobility Domain names of the anchor controllers located in the DMZ/
Internet edge.

Example
wireless mobility group member ip 192.168.19.25 public-ip 192.168.19.25 group 2504Guest
wireless mobility group member ip 192.168.19.26 public-ip 192.168.19.26 group 2504Guest

OGN Configure the guest WLAN on I0S-XE controllers

Step 1: Access the SSl-based web Interface of the Cisco 5760 Series WLC foreign anchor controller by using
your browser. (Example: https://10.4.175.68/wireless)

Next, create a guest wireless LAN.

Step 2: Navigate to Configuration > Wireless > WLAN, and then select New.

Gy Home  Monitor | ¥ Configuration | ¥ Administration | ¥ Help

WLANS

> wLa oty Archor Nlow R N R
» Aecess Fonts profle O D ssID LA Status
~ 802 11a/nfac O wian-pata 1 WLAN-Data 118 Enabled

u Network O voice 2 WLAN-Voice 120 Enabled

Step 3: In the WLANs > Create New page, enter a unique WLAN ID (Example: 3), the Guest Wireless SSID
(Example: 5760Guest), and the Profile Name (Example: 5760Guest), and then click Apply.

Gy Home  Monitor | ¥ Configuration | ¥ Administration | ¥ Help

WLANS
VLA > Create New

» Access Paints
~ 602, 113jn/ac WLAN D
> RRM Profiefme[ 576060t |

The preceding steps apply this configuration.
wlan [Profile Name] [WLAN ID] [SSID]
shutdown

Step 4: Select the check box for the Guest WLAN, and then click Mobility Anchor.

Gt Home  Monitor | Y Configuration | Y Administration | Y Help

WLANs

Wobity anchor | New  Remve E i — ]

profle Y i) =) VLAN Status
~ 802 11afnfac O weanpata 1 WLAN-Data 116 Enabled
u Network O voice 2 WLAN-Voice 120 Enabled
> RRM S760GUEst 3 S760GUest 1 Dicabied
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https://10.4.30.68/wireless

Step 5: In the Switch IP Address list, choose one of the Guest Anchor Controllers configured in the Internet
DMZ, and then click Create Mobility Anchor.

Gt Home  Monitor | Y Configuration | ¥ administration | ¥ HE\D-

WLENProfie  5760Guest

wireless Mobility Anchors
AN > Edit

> WLAN

> Access Paints

~ 802.118/n/3c
Switch [P Address | 192.168.19.25 |+

1 Network
| Create wobilty anchor, |
> RRM 4{@
[ —
 High Throughput (802 11n/ac) show 141 )

& Mediz Parameters 1P Adcess
1 EDCA Parameters Mo dats avalsble

Step 6: Click OK. This acknowledges that the action of creating an Anchor will temporarily disable the WLAN
and may therefore be disruptive for wireless clients using this WLAN.

Ifthe WLAN s in Enabled state, adding Mobillty Anchors will cause the WLAN o be momentarily disable and thus may resultin 10ss of connectivi
far same clients. Press OK to continue

Step 7: If you have two anchor controllers in the DMZ, repeat Step 1 through Step 6 for the second guest
anchor controller.

£} Home  Monitor | Y Configuration | Y Administration | ¥ Hewp-

wireless Mobility Anchors
WLAN > Edit

> WLAN

> Access Points
WLaNProfie  S760Guest

~ 802.11a/njac
Switch Ip Adsress | None | ~
 Network f—

Create Mahiity Anchor
> rv et
r—
& Figh Throughput (802.11n/ac) show Al ]
1P Address
O 1921681025
O 192.168.19.26

 Media Parameters

& EDCA Parameters

The preceding steps apply this configuration.
wlan [Profile Name] [WLAN ID] [SSID]
mobility anchor [IP Address of Guest Anchor 1]
mobility anchor [IP Address of Guest Anchor 2]

shutdown

Step 8: Navigate to Configuration > Wireless > WLAN, and click the Guest WLAN you created previously.
(Example: 5760Guest)

£ Home  Monitor | ¥ | Configuration | ¥ | administration | ¥

Wireless JALANS
g i Mobity Anchar  New  Remave show [Al_____ -||9
> Aecess Points profle D ssID vLan Status
~ 802.11afnfac O wianpata 1 WLAM-Data 116 Enablect
u Network O voice 2 WLAN-Voice 120 Enabled

> @ O srencues 3 S760Guest 1 Disabled!
& High Throughput (802.11n/ac) e
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Step 9:

r:*m Wonitor | ¥ Configuration | ¥ administration | ¥ Help -

wireless

> WLAN

> Acress Prints

~ 802.11a/nfac
u Network
» RRM

& High Throughpu

w DFS (802.11h)
& Rosming Parame
 Cleanair

~ 802.11bfg/n

u_Network

© Meda Parameters

. EDCA Parameters

On the General tab, select Status. This enables the WLAN.

WLAN Apply
WLAN > Edit
secuity Q05 ave bdvanced
Profie ame S7606Uest
Type wLaN
S50 S76E0GLEst
tE2I/0)  srans No|

[WPAZ][Auth(302.1x)]
Security Policies
(Modifications dane under security tah will appear after applying the changes.)
Racio Polcy Al

ters Interface/Interface Group(G) | clfaut v

Broadcast SSID
Multicast VLAN Feature [m]

If using CLI access, the following CLI will enable the WLAN.

Step 10: Click the Security tab, and then, on the Layer 2 tab, in the Layer 2 Security list, choose None.

Wireless

> WLAN

> Access Points

~ 802.11a/njac
u Network
» RRM

& High Throughput

 Meda Parameters

& EDCA Parameters

wlan [Profile Name] [WLAN ID] [SSID]
no shutdown

£ Home  Monitor | ¥ Confiuation | ¥ administration | ¥ Help -

wa )
s e

General Q0s AVC Advanced
LEE  ememm

Layer 2 Security | None
MAC Fitering
Fast Transition (]

Over the DS

Reassoriation Timeout| 20

(802.11n/ac)

If using CLI access, the following CLI will disable the default Layer 2 security.

Step 11: On the Layer 3 tab, select Web Policy. This enables Web Authentication.

';m Monitor | v Configuration |+ Adminstration | v Help -

wireless

> WLAN

» Acress Points

~ 802.11a/njac
u Network
> RRM
& High Throughput
& Meda Parameters
& EDCA Parameters
u DFS (802.11h)

' Roaming Parameters

wlan [Profile Name] [WLAN ID] [SSID]

no security wpa

no security wpa akm dotlx

no security wpa wpa?2

no security wpa wpa2 ciphers aes

WLAN
ILAN > Edit

Apply

General

Qos ave advanced

Layer2

ABA Server

Weh Policy
Concitional Web Reclrect

N
—

Unconfigured | v

ERmE) Webauth Prafie
Websauth Parameter Map
Webauth On-mac-fitsr Falure []

Preauthentication IPv4 ACL _Unconfigured |+

Preauthentication IPv6 ACL | Unconfigured |+

If using CLI access, the following CLI will enable Layer 3 Web authentication, also known as Web-Auth.

Deployment Details

wlan [Profile Name] [WLAN ID] [SSID]
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Step 12: Enable the built-in bronze precious metal QoS policies (as are currently used in AireOS controllers) for
this WLAN by accessing the Cisco 5760 Series WLC SSO pair via CLI and entering the following in configuration
mode.
wlan [Guest Profile Name] [Guest WLAN ID] [Guest SSID]
service-policy output bronze

service-policy input bronze-up

Step 13: Using the web interface for the Cisco 5760 Series foreign anchor controller, click the AVC tab
(Application Visibility and Control), and then enable AVC by selecting Application Visibility Enabled.

Step 14: Click Apply, and then click Save Configuration.

SSSSSSS —
aliali
Wireless Controller —_—
> Gt Home  Monitor | Y Configuation | ¥ Administration | Y Help

wireless WLAN Apply

i e B

~ 802.11a/njac
u Network
> RRM

8 High Thraughput (802.11n/ac)

If using CLI access, the following CLI will enable AVC
wlan [Profile Name] [WLAN ID] [SSID]
ip flow monitor wireless-avc-basic input

ip flow monitor wireless-avc-basic output

Example
wlan 5760Guest 3 5760Guest
ip flow monitor wireless-avc-basic input

ip flow monitor wireless-avc-basic output

mobility anchor
mobility anchor
no security wpa
no security wpa
no security wpa

no security wpa

192.168.19.25
192.168.19.26

akm dotlx
wpa?2

wpa2 ciphers aes

security web-auth

service-policy output bronze

service-policy input bronze-up

session-timeout

no shutdown

1800



Configuring Controller Discovery and Access Point
Connectivity
1. Configure controller discovery

2. Connect the access points

3. Configure access points for resiliency using the Cisco 2500 Series WLC

For controllers operating in Cisco Unified Wireless Network (CUWN) mode, the discovery process is the same
as described previously. This is true for both Cisco AireOS controllers and the Cisco 5760 Series WLC when it
is not operating in Unified Access / New Mobility mode. This section describes the steps necessary to allow the
access points to discover the wireless LAN controller.

Configure controller discovery

You have three options to configure controller discovery, depending on the number of controller pairs and the
type of DHCP server you’ve deployed.

If you have only one controller pair in your organization, complete Option 1 of this procedure. If you have
deployed multiple controller pairs in your organization and you use Cisco |0S software in order to provide DHCP
service, complete Option 2. If you have deployed multiple controller pairs in your organization and you use a
Microsoft DHCP server, complete Option 3.

DHCP Option 43 maps access points to their controllers. Using DHCP Option 43 allows remote sites and each
campus to define a unique mapping.



Figure 10 - Flow chart of WLC discovery configuration options

How many
wireless LAN
controllers?

Multiple WLCs
or HA pairs

One WLC or
HA pair

Use DNS to resolve
cisco-capwap-controller
to the controller's
management IP address
using Option 1

Use DHCP Option 43
to return the IP addresses
of the wireless LAN
controller pairs

Are onsite
Microsoft DHCP
servers
available?

NO —

YES

. '

Configure Microsoft
DHCP Server
using Option 3

Configure I0S-based
DHCP Server
using Option 2

v

‘ Finished )

Option 1: Only one WLC pair in the organization

Step 1: Configure the organization’s DNS servers (Example: 10.4.48.10) to resolve the cisco-capwap-controller
host name to the management IP address of the controller (Example: 10.4.175.64). The cisco-capwap-controller
DNS record provides bootstrap information for access points that run software version 6.0 and higher.

Step 2: If the network includes access points that run software older than version 6.0, add a DNS record to
resolve the host name cisco-lwapp-controller to the management IP address of the controller.
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Option 2: Multiple WLC pairs in the organization—Cisco I0S DHCP server

In a network where there is no external, central-site DHCP server, you can provide DHCP service with Cisco I0S
Software. This function can also be useful at a remote site where you want to provide local DHCP service and
not depend on the WAN link to an external, central-site DHCP server.

Step 1: Assemble the DHCP Option 43 value.

The hexadecimal string is assembled as a sequence of the Type + Length + Value (TLV) values for the Option 43
sub option, as follows:

Type is always the sub option code 0xf1.
- Length is the number of controller management IP addresses times 4, in hexadecimal.

Value is the IP address of the controller listed sequentially, in hexadecimal.
For example, suppose there are two controllers with management interface IP addresses 10.4.175.64

and 10.4.175.65. The type is Oxf1. The length is 2 * 4 = 8 = 0x08. The IP addresses translate to 0a04af40
(10.4.175.64) and 0a04af41(10.4.175.65). When the string is assembled, it yields f1080a04af400a04af41.

Step 2: On the network device, add Option 43 to the pre-existing data network DHCP Pool.

ip dhcp pool [pool name]
option 43 hex £1080a04af400a04af4l

Option 3: Multiple WLC pairs in the organization—Microsoft DHCP server

This procedure shows how the Microsoft DHCP server is configured in order to return vendor-specific
information to the lightweight Cisco Aironet 1600, 2600, 3600 and 3700 Series Access Points used in this design
guide. The vendor class identifier for a lightweight Cisco Aironet access point is specific to each model type. To
support more than one access point model, you must create a vendor class for each model type.

Table 13 - Vendor class identifiers

Access point Vendor class identifier
Cisco Aironet 1600 Series Cisco AP ¢1600
Cisco Aironet 2600 Series Cisco AP ¢2600
Cisco Aironet 3600 Series Cisco AP ¢3600
Cisco Aironet 3700 Series Cisco AP ¢3700

Step 1: Open the DHCP Server Administration Tool or MMC.



Step 2: Navigate to DHCP > ad.cisco.local, right-click IPv4, and then click Define Vendor Classes.

% pHee [-[=1x]
Fle Acton View Help

I%mls;!ﬁ\xm EE ]

= Name T [[Actions
B ddscolocl BPv hﬁﬁ P——
® i BIPvE
B OWeyseite. More Actions »
New Scape...
New SUperscope...

New Multicast Scope

Reconcie All Scopes.

Set Predefined Options. .
Refresh

Properties

Help

Define vendor spedific option dasses

Step 3: In the DHCP Vendor Classes dialog box, click Add.

DHCP ¥endor Classes EHE
Available clazses:
Mame | Diescription | Add... [: |
Microzoft Windows 20...  Microzoft vendor-specific option... ;
Microzoft Windows 98 .. Microzoft vendor-specific option... Edit... |
Microzoft Options Microzoft vendor-specific option. ..
Bemove |

Cloze |

Step 4: In the New Class dialog box, enter a Display Name. (Example: Cisco Aironet 3700 AP)

Step 5: In the ASCII section, enter the vendor class identifier for the appropriate access point series from Table
13, and then click OK. (Example: Cisco AP ¢3700)



Step 6: In the DHCP Vendor Classes dialog box, click Close.

7 DHCP =13
File  Action Visw Help

&= | Hm|XE 6= Bie

§ CHCP DHCP ¥endor Classes EHE
= i ad. cisco.local
=] Lwalable classes: N 216 Data -

1 5cope [10.4.0.0 | Name | Description | 4] Add 4
e | G o e | |

. New Class

| Scope [10.4.2.0 | Cizco Aironet 2]

| scope [10.4.3.C | Cisco Ailonet  pigplay name:
| Scope [10.4,4,0 | Cisoo Aionet - -
7 Scope [10.4.5.C Cizco Airanet IElscn Aironet 3700 AP

= Cisca Aironet .

| Seape [10.4.6.0 Cisco Aionet | DEscriptian:

- Scope [10.4.7.0 | Cieen Ajonet |E|sca Aitonet 3700 AP Serisd
Seape [10.4.8.0 | Cisco Aitonet

| Scope [10.4.9.C | Cisco Aironet

| Seope[10.4.15. I%nuu 13 69 ?3E:sﬂaawsF 20 41 50 [Ci Asﬂ
= 1=Co
| scop= [10.4.20, 0008 20 63 33 37 30 30 | c3700

| Scope [10.4.57.
| Scope [10.4.64.0TVLAN 164 Data —

| Scope [10.4.65.0] WLAN 165 Voice

HEEHEEEEEEGHRBBFBHF

-

Cancel |

Step 7: Right-click the IPV4 DHCP server root, and then click Set Predefined Options.

Step 8: In the Option Class list, choose the class created in Step 4, and then click Add.

Predefined Options and ¥alues E

O ption clags:

O ptian narne; I j
Add... Edt. [ Deee |

D escription; I

— W alue

Edit Ayray. .. |
k. I Cancel |

Step 9: In the Option Type dialog box, enter a Name. (Example: Option 43)

Step 10: In the Data Type list, choose IP Address.



Step 11: Select Array.

Step 12: In the Code box, enter 241, and then click OK.

Change Option Name E E
Clazs: Cizzo Aironet 3700 &P
Hame: Option 43
[Vata type; IIF' Addresz j ¥ &may
Code: I 21
D ezcription; I

k. I Cancel

The vendor class and suboption are now programmed into the DHCP server. Now, you need to define the
vendor-specific information for the DHCP scope.

Step 13: Choose the DHCP scope that you be installing Access Points on, right-click Scope Options, and then
click Configure Options.

Step 14: Click the Advanced tab, and in the Vendor class dropdown list, choose the class created in Step 4.
Step 15: Under Available Options, select 241 Option 43.

Step 16: In the IP address box, enter the IP address of the primary controller's management interface, and then
click Add. (Example: 10.4.175.64)

Scope Dptions 7 x|

| General Advanced |

et el [ Cisco Aironet 3700 4P =l
User class: IDefauIt LIzer Class j
Available Optiong | Dezcription
241 Option 43
J (]
™ Data entry
Server name:
I Hesalve |
|P addrezs:
0. 4 175, &4 Add

Hemave

d

Up

L

ok Cancel Apply




Step 17: If you are using the Cisco 2500 Series WLC, repeat Step 16 for the non HA SSO capable resilient
controller, and then click Apply. (Example: 10.4.175.65)

Connect the access points

On the LAN access switch, the switch interfaces that are connected to the access points use the standard
access switchport configuration, with the exception of the QoS policy that you configure in this procedure.

Step 1: Configure the interface where the access point will be connected to trust the QoS marking from the
access point.
interface GigabitEthernet [port]

description Access Point Connection

switchport access vlan 216

switchport voice vlan 217

switchport host

macro apply EgressQoS

switchport port-security maximum 11

switchport port-security

switchport port-security aging time 2

switchport port-security aging type inactivity

switchport port-security violation restrict

ip arp inspection limit rate 100

ip dhcp snooping limit rate 100

ip verify source

Configure access points for resiliency using the Cisco 2500 Series WLC

When access points connecting to a WLC not using SSO, it is necessary to configure the access points with

the IP addresses of each of the non SSO controllers. This is because they appear as two separate wireless LAN
controllers and do not appear as a single HA controller pair. If you are installing access points that will connect to
a pair of WLC’s using HA SSO, please skip this procedure. On the primary controller, navigate to Wireless, and
then select the desired access point.

Step 1: Click the High Availability tab.

Step 2: In the Primary Controller box, enter the name and management IP address of the primary controller.
(Example: WLC-1 / 10.4.175.64)



Step 3: In the Secondary Controller box, enter the name and management IP address of the resilient controller,

and then click Apply. (Example: WLC-2 / 10.4.175.65)

alvaln
cisco

Wireless

~ Access Points
All APs
 Radios
802.11a/n/ac
802.11b/g/n
Dual-Band Radios
Global Configuration

Advanced

v

Mesh
RF Profiles

FlexConnect Groups
FlexConnect ACLs

Step 4: Click Save Configuration.
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Configuring Remote-Site Wireless with Cisco FlexConnect

—_

Install the Cisco VWLC for FlexConnect designs

Configure the console port on the VWLC

Configure the VWLC network adapters

Configure the data center switches for the Cisco Flex 7500 Series WLC
Configure the LAN distribution switch

Connect the redundancy port

Configure the WLC platform

Configure the time zone

Configure SNMP

© 0O N O g w0

10.Limit which networks can manage the WLC

11. Configure wireless user authentication using Cisco ISE
12.Configure management authentication using Cisco ACS
13.Configure the resilient WLC

14.Configure mobility groups

15.Configure the data wireless LAN

16.Configure the voice wireless LAN

17. Configure controller discovery

18.Configure the remote-site router

19.Configure the remote-site switch for APs
20.Enable licensing on the vVWLC
21.Configure the AP for Cisco FlexConnect
22.Configure access points for resiliency
23.Configure Cisco FlexConnect groups

24 .Enable 802.11ac using DCA on Cisco AireOS Flex Controllers

There are two methods of deploying remote site wireless LAN controllers, shared and dedicated:

- A shared WLC has both remote-site access points and local, on-site access points connected to it
concurrently. Use a shared WLC when the number of access points matches the available capacity of
the co-located WLCs near the WAN headend, and the WAN headend is co-located with a campus.

- A dedicated WLC only has remote-site access points connected to it. Use a dedicated WLC pair, such
as Cisco Flex 7500 Series Cloud Controller using HA SSO, when you have a large number of access
points or remote sites. Alternately, for smaller deployments, the use of a Cisco VWLC is a cost-effective
option, provided that you do not exceed 200 APs across two or more Cisco FlexConnect groups or
exceed 3000 wireless clients per vVWLC. You also use this option when the co-located WLCs near
the WAN head-end don’t have the necessary capacity or the WAN head-end is not co-located with a

campus.



If you are using a shared WLC, this guide assumes that you have already deployed the WLC following the
instructions in the “Configuring On-Site AireOS Wireless Controllers” process. To deploy remote-site wireless in

a shared controller deployment, skip to Procedure 15.

If you are using a dedicated Cisco AireOS WLC, perform all the procedures in this process in order to deploy

remote-site wireless.

Table 14 - Cisco remote-site wireless controller parameters checklist

Parameter

CVD values
primary controller

CVD values

resilient controller if

not using HA SSO

Site-specific values

Controller parameters

Switch interface number

1/0/3, 2/0/3

1/0/4, 2/0/4

7500

VLAN number 159 159

Time zone PST-80 PST-80

IP address Flex 7500 10.4.59.68/24 10.4.59.69/24

Default gateway Flex 10.4.59.1 10.4.59.1

7500 & VWLC

Redundant management 10.4.59.168 10.4.59.169

IP address (HA SSO)'

Redundancy port connec- | Dedicated Ethernet Dedicated Ethernet

tivity (HA SSO)! cable' Layer 2 cable' Layer 2 network?
network?

Hostname Flex 7500 WLC-RemoteSites-1 WLC-RemoteSites-2

IP address vVWLC 10.4.59.58 10.4.59.59

Hostname vVWLC vWLC_7_6_110_0- vWLC_7_6_110_0-
Server Server?2

VWLC Virtual Console 7601 7602

Port Telnet Port

Local administrator admin/C1sco123 admin/C1sco123

username and password

Mobility group name Flex | REMOTES REMOTES

Mobility group name
vWLC

REMOTES-vWLC

REMOTES-vWLC

Primary Cisco ISE RADIUS | 10.4.48.41 10.4.48.41
server IP address

Secondary Cisco ISE 10.4.48.42 10.4.48.42
RADIUS server IP address

Network RADIUS shared | SecretKey SecretKey
key

Management network 10.4.48.0/24 10.4.48.0/24
ACS TACACS server IP 10.4.48.15 10.4.48.15
address

TACACS shared key SecretKey SecretKey
Voice VLAN default 10.5.43.1 10.5.43.1
gateway

Deployment Details

August 2014 Series




Table 14 (continued) - Cisco remote-site wireless controller parameters checklist

CVD values
CVD values resilient controller if
Parameter primary controller | not using HA SSO Site-specific values
Remote site parameters
Wireless data SSID WLAN-Data WLAN-Data
Wireless data VLAN 65 65
number
Data VLAN default 10.5.42.1 10.5.42.1
gateway
Wireless voice SSID WLAN-Voice WLAN-Voice
Wireless voice VLAN 70 70
number
Voice VLAN default 10.5.43.1 10.5.431
gateway
Notes:

1. HA SSO is only supported on the Cisco 5500, WiSM2, 7500 Series WLC.

2. HA SSO over Layer 2 network support is supported on Cisco 5500, WiSM2, and 7500 Series WLC
provided the redundancy port round-trip time is less than 80 milliseconds

Install the Cisco vVWLC for FlexConnect designs

The Cisco virtual Wireless LAN Controller (vWLC) is ideal for small to medium deployments where virtualized
compute services are available within the data center and the AP design model is using local switching using
Cisco FlexConnect.

1 | Tech Tip

The Cisco VWLC requires two physical network interface cards (NICs), one dedicated
to the management interface and one for wireless client traffic. To provide full switch
fabric redundancy, four physical NICs are required and are grouped into two pairs by
using NIC teaming.

If you are installing a virtual wireless LAN controller (WWLC), you must complete the following steps in order
to install it using the downloaded Open Virtual Archive (OVA) file available online from Cisco. If you are using
another WLC to support your remote sites, you can skip to Procedure 5 “Configure the LAN distribution switch.”



Step 1: Begin by preparing the VMware host machine networking environment. On the physical host machine, in

vCenter, create two virtual switches (vSwitchQ, and vSwitch1), as follows:

On vSwitchO allocate two physical interfaces that will be used to provide wireless VLAN access for each
WLAN created on the VWLC. (Example: wireless VLANs mapped to VLAN ID: All 4095)

On vSwitch1, no physical interfaces need to be allocated unless the service port will be used in the
future. Failure to define this interface may result in the wrong interface’s vSwitches being used for the
wireless data VLANSs. The configuration of the service port is required in the event that the service port
needs to be used for maintenance and support functions during the controller’s lifecycle.

(@ vCenter.ciscolocal - vSphere Client
File Edit View Inventory Administration Plug-ins Help

B & Home &l inventory > B Hosts and Custers

&lis| Search Inventory

[e@]=

Ja

Advanced Settings
Power Management

[ VLAN ID: 149

Software

Licersed Features
Time Configuration
DS and Routing
Authentication Services
Power Management
Virtual Machine Startup/Shutd
Virtual Machine Swapfle Locati
Security Profle

Host Cache Configuration
System ResoLrce Alocation
Agentt VM Settings

Advanced Settings

| VLANID: 153
Port Group

ine(s) | LAN ID: 148

VKo ; 10.4.63.96 | VLAN ID: 163

Standard Switch: vSwitch Remove... _Properties.

Vrtial Maching Port Group, Thyaca Adapters
Sfvwic service Port gﬂwo adapters

Refresh_Add Networking... Properties

EECH:
& G XCeter cscoloca chas1-s1.ciscolocal VMware ESXi,
@ [ E-WAN e )
= Nikv lardware View: [vSphere Standard Switch vSphere Distributed Switch
= @ Other Services Processors
@ [ [chasl-sL.cscolocal X Networking
@ [ chasz-sLescolocal Memory
@ [ chas2-s8.ciscoocal Storage Standard Switch: vSwitcho Remove... Properties.
[ chas3-s1.ascolocal T Networkin o
[ chas3-s2.cscolocal 9 Machie o [ Physical Adapters
o uc Storage Adapters ) B vimnicl 10000 Ful &
Network Adapters. Lc.\m’w’\ico 10000 Ful &

Next, install the Cisco vVWLC OVA file obtained from Cisco.

Step 2: In vCenter, select the physical machine, click File, and then click Deploy OVF Template.

) vCenter ciscolocal - vSphere Client

File | Edit View Inventory Administration Plug-ins Help

N 3
il tory > B Hosts and Custers

| i searen mverory

[E=SEoE =

Ja

Deploy OVF Template...

Export ,
Report > - 00
Browse VA Marketplace. eting f Re N configuration W
Print Maps * |Hardware View: | here Di
Exit Processors Networking

@ [] chas2-sLciscolocal Memory

@ [ chasz2-s8.ciscolocal Storage

Standard Switch: vSwitcho

» Networking Vitual Machine Port Gioup
Storage Adapters © VWLC Data Port
Metwork Adapters VLAN ID: All(4095)

Remove... Properties
Physical Adapters
B vmric1 10000 Ful &
8 vimrico 10000 Ful

[ chas3-s1.ciscolocal
[ chas3-s2.ciscolocal
uc

ap

Refresh_Add Networking... Properties,

Step 3: Complete the Deploy OVF Template wizard. Note the following:

On the Source page, select the downloaded Cisco vWLC OVA file that you obtained from Cisco.

On the Name and Location page, provide a unique name for the virtual Wireless LAN controller.

(Example: vVWLC-1)

@ Deploy OVF Template

Name and Location
Specify a name and location For the deploved template

(=[O sl

Source Marme:

OYF Template Details IVWLC-ll
Name and Location

Storage

Disk. Format
Metwork Mapping

I tory Location:
Ready to Complete UREEELY O

The name can contain up to 80 characters and it must be unique within the inventary Folder,

B [y | 1ok
@ Discovered virtual machine
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Step 4: On the Storage page, select the storage destination of the virtual machine.

() Deplay OVF Template [E=H | E=E 5
Storage
tWwhere do you want ko skore the virkual machine files?
Source Select a destination storage for the virtual machine Files:
OVYF Template Details .
Name and Locakion WM Starage Profile: J B
S.torage Mame Drive Type Capacity | Provisioned Free | Type Thin Pravisioning
ﬁ'sr F°Lmh‘:t ! chasi-sidocal  Non-S5D ~_ LO9TE 28678 ISL.70GE YMFSS  Supported
ebwrk Mappin
FRINS @ Lab Filer Unknown W 1432 7B 3277566 14.00 TE NFS Supported
Ready ko Complete
B Openflaroft..  Liknown 20918 500718 ZI9IF S Supported
1| n LS
-
Mame Drive Type Capacity | Provisioned Free | Type Thin Provisioning
] [ +
Help | % Back | MNext > I Canicel
V

Step 5: On the Disk Format page, select Thick Provision Lazy Zeroed.

QDep\oyO\u’FTemplate EI@

Disk Format
In which Format do you want to store the virtual disks?

Source Datastore: chas1-s1-local
OVE Template Details

Name and Location

o Avallable space (GEB): 151.7
Skorage pace (GB)

Disk Format

MNetwork Mapping

Ready to Complste % Thick Provision Lazy Zeroed

™ Thick Provision Eager Zeroed

" Thin Provision

Help | = Back | NEXtZL\-J Canicel I

4




Step 6: On the Network Mapping page, in the Destination Networks list, choose the network defined on the VM
host machine that will be used on the vVWLC management interface. (Example: vWLC Data Port)

) Deploy OVF Template == EoE =%~

Network Mapping
What networks should the deployed template use?

Solrce
OWF Template Detals Map the networks used in this O¥F template to networks in your inventory
Name and Location
Stokrage Source MNetworks | Destination Networks |
Disk Format
Network Mapping VM Metwork VWLE Data Port ~]
Ready to Complete FW_Outside_%L153
Servers_1
Servers_2

WWLC Service Port

Description:
The ¥ Network

Help < Back | Mext = | Cancel

@ Deploy CWF Template

Network Mapping
What networks should the deployed template use?

Source

OVF Template Details Map the networks used in this OYF template ko networks in your inventory

Mame and Location

atorage Source Metworks | Destination Metworks |

Cisk Formak WM Mebwark, |Servers_1 Ll
metwork Mapping

Ready ko Complete

WL Service Port
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Step 7: On the Ready to Complete page, review the settings, and then click Finish. Deployment of the OVA file
begins, and it may take a few minutes to complete.

@ Deploy OVF Template

Ready to Complete

Are these the options you want to use?

Source

OWF Template Detais
Name and Location
Storage

Disk Format

Ietwork Mapping
Ready to Complete

When vyou click Finish, the deployment task wil be started.

[E=8 S =5

Deployment setiings:

OWF file: C\Downloads\AIR-CTyM-7-6-120-0.0va
Download size: 177.9ME

Size on disk B8.2GB

Mame; WWLGT

Folder: 10k

Host/Cluster: chasl-si.cscolocal

Datastore chas1-s1-ocal

Disk prowisioning: Thick Prowision Lazy Zeroed

MNetwork Mapping: "M Network!! to "WLC DataPort!

I™ Power on after deployment

Help

< Back | Finish F |

Carcel

Procedure 2

Configure the console port on the vWLC

When the Cisco vVWLC starts, the console tab within vSphere will display a repetitive message stating to press
any key in order to make the Console tab the default terminal for console messages from the VWLC. If a key is
not pressed during the vVWLC startup, console communication to the vVWLC through the vSphere client’s console
window will not be possible. This can be a problem when troubleshooting IP connectivity issues, for example,
and console access is required. For this reason, in this procedure, you create a virtual serial port. This will ensure
access to the VWLC console through the use of a standard Telnet client.



Step 1: In vCenter, select the newly added Cisco vVWLC (Example: vWLC-1), click Edit virtual machine settings,
and then in the Virtual Machine Properties dialog box, click Add.

(@ wCenter.cisco.local - vSphere Client =] @I
File Edit View Inventory Administration Plug-ins Help
@ rome b gff inventary » [ Hoss and clstrs | 3] seorch nventary [a

(anrspEpee i

5 () veenter chcoloca

B ik -
B [ Other Services What s a Virtual Machine? () \AWLC-1 - Virtual Machine Properties
5 [ heststaslocal Hordnere | options | Resouces | rofes | vservies | vtual Machine Version: 7
E 10K-vWARS-CM-5-1 A virtual machine is a software computer thq [ Memory Corfiguration ————————————————————————
F_OLtside_Server_1 physical computer, runs an operating systef ™ ahow Allcx -m P
@ e applications. An operating system installed o hee=s X (e | 255G ernory Sie: 2] [~
G I5E-AdvGusst-10.4.48.46 machine is called a guest operating system| | Hardware | Summary N e
B ISE-Adveuest-2 [ oy ST ] e Magimum recommended for this
) LabB-10k-viAAS_CM Because every virtual maching is an isolate( (=~ T < guest 05: 255 GB.
& Uvesiction environment, you can use virtual machines o sHen Maximum gecormmended for best
& Pler workstation environments, as testing enviro| | = "deocd tideo card szaal] 4 performance: Sa240 HE.
@ sevone consolidate server applications S Wl devics Restrcted Defauk recommended for tis
B e 4100 ECS.Do ot e @ 55t conroter 1St Logic Perall el < Eotsaae
) VVEE-7S-102FCS In vCenter Server, virtual machines run on I | & Hard dsk 1 virtual Dk P
@ VWLC_7_6_95_7-Serverl clusters. The same host can run many virtui @ DV drive 1 [chast-s1 local] vWLC-. BGBH A guest Os: 32 B,
L7 6,95 7-server2 = E—— Servers 1 I
é AT B Network adapter 2 Servers_1 e
i e Basic Tasks & rlompy dive 1 Floeey 1 e8]
@ Websarers |- Power on the virtual machine e
& Webserver-4
g oo
o zss o]
128
canel]
el
1emel]
omeH]
amsld
Help OK. Cancel
4
Step 2: Complete the Add Hardware wizard. Note the following:
- On the Device Type page, select Serial Port.
@ Add Harduare
Device Type
‘what sort of device do you wish to add to your virtual machine?
Device Type Choose the type of device you wish to add,
Select Port Type
Select Oukput File — Irformation
Ready ko Complete -
o) Parallel Part This device can be added to this Yirkual Machine,

= Floppy Drive

tely COJDYD Drive

& USE Contraler

USE Device {unavailable)
& PCI Device (unavailable)

Ethernet Adapter
=2 Hard Disk.
wal SCSI Device (unavailable)

= Back I Mext = I Cancel

A




On the Select Port Type page, select Connect via Network.

@ Add Hardhrare @

Serial Port Type
what media should this virtual serial port access?

Device Type

Select Port Type
Select Metwork Backing
Ready ko Complete

Select the type of media you would like the virtual serial port to access,
Serial Port Gutpuk
" Use physical serial port on the host
" Qutput ko File
" Connect to named pipe

o [}Connect wia Netwark,

Help | < Back | Mexk = I Cancel |

v

On the Network Backing page, select Server (VM listens for connection), and then in the Port URI box,
enter telnet://[Host Machine IP Address]:[Unique TCP Port]. (Example: telnet://10.4.63.96:7601) This
configures IP address and TCP port number that are used access the console port via Telnet.

@ Add Hardhrare @

Metwork Serial Port Settings
How should this serial port connect via networkz

Device Type MNetwork Backing
Select Port Type
Select Network Backing

*  Server (¥M listens for connection)
Ready ko Complete {

Client (VM initiates connection)

Port URL:  telnet:f{10.4.63.96:7601]

[ Use virtual Serial Port Concentrator

wSPCURL: |

Device Status

v Connect at power on

1} Mode
v ield CPU on pall

Allow the guest operating syskem ta use this serial port in polled mode
rather than in interrupt made,

Help | < Back | Mexk = I Cancel |

v

On the Ready to Complete page, review the settings, and then click Finish.



Step 3: On the Virtual Machine Properties dialog box, click OK. The new serial port has been successfully

configured.

@ WMYLC-1 - Wirtual Machine Properties

Hardware | Options ] Resources ] Profiles | wIervices |

I Showr &ll Devices Add... Remave

Hardware Summary

Wl Memory 2043 MB

d crus 1

g Yideo card Video card

&= VMCI device Restricted

@ SCSI controller 0 L5I Lagic Parallel
= Harddisk 1 Wirkual Disk

% CD/OVD drive 1 [chasi-si-ocal] »WLC-1)_device...
BB Metwork adapter 1 Servers_1

BB Metwork adapher 2 Servers_1

é Floppy drive 1 Floppy 1

@ New Serial Port (adding) telnet://10.4.63.96:7601

=1 Eon =)

Wirtual Machine Yersion: 7

Device Status
-

¥ Connect at power on

Connection
" Use physical serial part:
[desfcharserialfuart0
" Use output file:
" Use named pipe:
Pipe Mame:
Hear End: Client
Far End: A virtual maching

f* Use netwark

(" Server (WM listens For conmection) |

" Client (wM initiates connection)

Port URI: belnet:(f10.4,63,96:7601

I Use Virtual Serial Port Concentrator
wSPC R

IO Mode
W vigld CPU on poll

Help

QK Canicel

Configure the vVWLC network adapters

Configure the network adapters that will be used for the WLAN service port and the wireless VLAN interfaces.
In this procedure, four physical NIC interfaces are used in two EtherChannel pairs, and each interface in a pair

connects to separate redundant switches.

Step 1: In the Virtual Machine Properties dialog box, select Network adapter 1, and then in the Network label

list, choose VWLC Service Port.



Step 2: Select Network adapter 2, and in the Network label list, choose vVWLC Data Port, and then click OK.

(&) ALC-1 - Virtual Machine Properties EI@

Hardware | Options | Resources | Profiles | vaervices | Wirtual Machine Yersion: 7
Device Status
[ Show All Devices add... | Remaove -
Hardware Summary ¥ Connect at power on
lul 2048 MB

Ml Femory Adapter Type

H o ! C t adapt E1000
|;| video card video card s CE R

= YMII device Restricted O A

@ scsleontroller 0 L5I Logic Parallel

: - i 00:50:56:a2:78:82
&= Harddisk1 Wirtual Disk
2L CDyDvD drive 1 [chas1-s1-local] wWLC-... *  futomatic " Manual

E Network adapter 1 (edi ¥WLL Service Port

B8 Network adapter 2 (edite..  vWLC Data Port DirectPath 1/O
é Floppy drive 1 Floppy 1 Latus: Mot supported @)
@ Serial port 1 telnet:/10.4.63,96: 7601 K
Metwigk Connection
Metwork gel:
VWWLC Data Mgt ~|

FW_Outside
Servers_1

ta Part
wWWLC Service Port

Help OF Cancel

Step 3: In the left column, start the virtual wireless LAN controller for the first time by selecting the virtual
machine you just installed, and then clicking the Power on the virtual machine option shown within the console
tab.

Within the Console tab you are prompted to “Press any key to use this terminal as the default terminal.” However,
you do not need to press any key because access via the serial port that was created in Procedure 2 will be
used.

() wCenter.cisco.local - wSphere Cliert (=18 Eom =X |

File Edit View Inventory Administration Plug-in Help
J |@ tome b gf mventory bR Hosts and Clusters (&8s search rvertory Q
WS GRS R

5 0 veenter chcoocal
= [y 10k

Summar, ance Alarms

[ nike
B [ Other Services
& [ chast-st cisco loral

10 WARS-CH-5-1
) FW_Outsice_Server_t
@ e
() I5E-AdvGUESt-10.4.45.46
) 15E-AdvGuest-2

D LabE-10kviwaAs_CH Cisco Bootloader Loading stage2...
£ Lvenction Press any key to use this terminal as the default terminal.
@ Ploer Press any key to use this terminal as the default terminal.
Press any key to use this terminal as the default terminal.
@ Press any key to use this terminal as the default terminal.
B Press any key to use this terminal as the default terminal.
o Press any key to use this terminal as the default terminal.
@ Press any key to use this terminal as the default terminal.
B [WWCT Press any key to use this terminal as the default terminal.
B WebServer-1 Press any key to use this terminal as the default terminal.
) WebServer-2 Press any key to use this terminal as the default terminal.
) WebServer-3 Press any key to use this terminal as the default terminal.
(@ webServer-4 Press any key to use this terminal as the default terminal.
[ chas2-s1 ciseo.local Press any key to use this terminal as the default terminal.
chas?-s8.cisco local Press any key to use this terminal as the default terminal.
=) ue Press any key to use this terminal as the default terminal.




1 | Tech Tip

In the event that you are unable to use Telnet to connect to the serial port defined for
the VWLC, you can restart the Cisco vVWLC and press any key during the initial boot up
in order to use the VMware console port as the access method.

Using a Telnet client, access the Cisco VWLC console port by connecting via Telnet to the IP address and TCP
port defined in the Add Hardware wizard in the previous procedure.

i )

Tera Terrn: Mew connection @

@ TCPIP Host: |10.4.63.96 -
History

sf,wi.;e; TCP port#: 7601

) 88H S5H version: | 55H?

) Other
Protocol: |UNSPEC -~

) Serial COM3

| oK | | cancel | | Help |

The deployment of the vVWLC is now complete.

Configure the data center switches for the Cisco Flex 7500 Series WLC

When using a dedicated design controller model with the Cisco Flex 7500 Series Controller, the controller
resides within the data center. This procedure configures the data center Cisco Nexus switch for connectivity
to the redundant Flex 7500 Series Controllers using redundant Ethernet ports configured for link aggregation
(LAG). For the virtual Wireless LAN Controller, these steps are performed for the VM host machine during the
deployment of the VM environment.

Step 1: On the primary data center Cisco Nexus switch (Example: DC5596UPa), create the wireless
management VLAN that you are going to use to connect the redundant Cisco Flex 7500 Series Cloud Controller.

Vlan 159
name WLAN Mgmt



Step 2: On the primary data center Cisco Nexus switch (Example: DC5596UPa), create wireless port channels
for the primary and resilient Cisco Flex 7500 Series Cloud Controller.
interface port-channel65
description Link to WLC7500-1
switchport mode trunk
switchport trunk allowed vlan 159
no shutdown
interface port-channel66
description Link to WLC7500-2
switchport mode trunk
switchport trunk allowed vlan 159
no shutdown

Step 3: Configure a switch virtual interface (SVI) for the VLAN. This enables devices in the VLAN to
communicate with the rest of the network.
interface Vl1anl59
no shutdown
description Remote Site Wireless Management Network
no ip redirects
ip address 10.4.59.2/24
ip router eigrp 100
ip passive-interface eigrp 100
ip pim sparse-mode
hsrp 159
priority 110
ip 10.4.59.1

Step 4: Configure two ports on the data center switch as a trunk port. These two ports will be connected to the
redundant ports on the primary Cisco Flex 7500 Series Cloud Controller.
interface Ethernetl103/1/1
description Links to 7500-1
switchport mode trunk
switchport trunk allowed vlan 159
channel-group 65
no shutdown
interface Ethernetl104/1/1
description link to 7500-1
switchport mode trunk
switchport trunk allowed vlan 159
channel-group 65

no shutdown



Step 5: Configure two ports on the data center switch as a trunk port. These two ports will be connected to the
redundant ports on the resilient Cisco Flex 7500 Series Controller.
interface Ethernet103/1/2
description link to 7500-2
switchport mode trunk
switchport trunk allowed vlan 159
channel-group 66
no shutdown
interface Ethernetl104/1/2
description link to 7500-2
switchport mode trunk
switchport trunk allowed vlan 159
channel-group 66

no shutdown

Step 6: Repeat this procedure for the redundant Cisco Nexus data center switch (Example: DC5596UPD). Failure
to define these on both Cisco Nexus switches results in a configuration inconsistency and prevents the ports
from coming active.

Configure the LAN distribution switch

Step 1: On the LAN distribution switch, create the wireless management VLAN that you are connecting to the
distribution switch.
vlan 159
name WLAN Mgmt

Step 2: Configure a switch virtual interface (SVI) for the VLAN so devices in the VLAN can communicate with the
rest of the network.

interface V1anl59

description Remote Site Wireless Management Network

ip address 10.4.59.1 255.255.255.0

no shutdown

Step 3: For interface configuration in this procedure, an 802.1Q trunk is used for the connection to the WLCs.
This allows the distribution switch to provide the Layer 3 services to all of the networks defined on the WLC. The
VLANS allowed on the trunk are reduced to only the VLANSs that are active on the WLC.

If you are deploying the Cisco Catalyst 4500 Series LAN distribution switch, you do not need to use the
switchport trunk encapsulation dot1qg command in the following configurations.



If you are deploying a Cisco Flex 7500 Series Controller, configure a 10-Gigabit distribution switch interface as
a trunk. Note that when deploying a Cisco Flex 7500 Series Controller, it should not be connected to a Cisco
Catalyst 3750-X Series distribution switch.
interface TenGigabitEthernet [number]
description To WLC port 1
switchport trunk encapsulation dotlqg
switchport trunk allowed vlan 159
switchport mode trunk
macro apply EgressQoS
logging event link-status
logging event trunk-status

no shutdown

If you are deploying a Cisco 5500 Series Wireless LAN Controller, configure at least two distribution switch
interfaces as an EtherChannel trunk.
interface GigabitEthernet [port 1]
description To WLC Port 1
interface GigabitEthernet [port 2]
description To WLC Port 2
!
interface range GigabitEthernet [port 1], GigabitEthernet [port 2]
switchport
macro apply EgressQoS
channel-group [number] mode on
logging event link-status
logging event trunk-status
logging event bundle-status
!
interface Port-channel [number]
description To WLC
switchport trunk encapsulation dotlg
switchport trunk allowed vlan 159
switchport mode trunk
logging event link-status

no shutdown



Connect the redundancy port

If you are using a Cisco VWLC, skip this procedure. If you are using a Cisco Flex 7500 Series WLC and you wish
to enable the HA SSO feature, continue with this procedure. When using the high availability feature known as
Stateful Switchover (HA SSO), a dedicated special-purpose port is available on the Cisco 7500 Series WLC. This
port is located on the rear panel.

Step 1: Connect an Ethernet cable between the primary and standby WLC, as shown in the following.
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The 7500 Redundancy Port (RP) may be extended across a Layer 2 network provided that it meets the following
requirements:

- Two 7500 models connected via back-to-back route processor (RP) port in the same data center or
- Two 7500 models connected via the RP port over Layer 2 VLAN in the same or different data centers or
- Two 7500 models connected to a virtual switching system (VSS) pair and

> Round-trip time (RTT) latency between each WLC RP is 80ms or less and

o Preferred MTU on the redundancy port link of 1500 or more and

o Bandwidth between the redundancy ports is 60 Mbps or more
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Configure the WLC platform

If you are installing a VWLC, the virtual console port may be accessed by using a Telnet client as configured
in Procedure 2. Alternately, you can use the VMware Console tab within vSphere in order to access the Cisco
VWLC if the vSphere console was selected as the default terminal when the VWLC was started.

Once connected, upon initial boot up of the WLC, you should see the following on the console. If you do not see
this, press - a few times to force the startup wizard to back up to the previous step.

Welcome to the Cisco Wizard Configuration Tool

Use the ‘-' character to backup

Step 1: Terminate the autoinstall process.

Would you like to terminate autoinstall? [yes]: YES

Step 2: Enter a system name. (Example: WLC-RemoteSites-1)
System Name [Cisco d9:3d:66] (31 characters max): WLC-RemoteSites-1

Step 3: Enter an administrator username and password.

1 | Tech Tip

Use at least three of the following four classes in the password: lowercase letters,
uppercase letters, digits, or special characters.

Enter Administrative User Name (24 characters max): admin
Enter Administrative Password (24 characters max): ****x*

Re-enter Administrative Password R

Step 4: Use DHCP for the service port interface address.

Service Interface IP address Configuration [none] [DHCP]: DHCP

Step 5: If you are deploying a shared Cisco 5500 or Cisco Flex 7500 Series Wireless LAN Controller, enable
Link Aggregation (LAG).

Enable Link Aggregation (LAG) [yes][NO]: YES

Step 6: Enable the management interface. If configuring the secondary resilient controller in an HA controller
pair, this IP address will only be in use during the first boot up of the WLC. Once the secondary resilient WLC
downloads the configuration from the primary WLC and becomes a member of the HA controller pair, this IP
address will no longer be used. In an N+1 configuration however, the secondary resilient controller is not part of
the HA controller pair and will have its own unique IP address as configured.

Management Interface IP Address: 10.4.59.68

Management Interface Netmask: 255.255.255.0

Management interface Default Router: 10.4.59.1

Management Interface VLAN Identifier (0 = untagged): 159

If you are deploying a virtual Wireless LAN Controller(vWLC), select port 1 as the management interface port.

Management Interface Port Num [1 to 1]: 1



Step 7: Enter the DHCP server for clients. (Example: 10.4.48.10)
Management Interface DHCP Server IP Address: 10.4.48.10

Step 8: If you are deploying a shared Cisco 5500 or Cisco Flex 7500 Series Wireless LAN Controller, enable HA
SSO. The virtual Wireless LAN Controller does not support HA SSO.

Step 9: If you are configuring the primary controller in an HA controller pair using the following values.
Enable HA (Dedicated Redundancy Port is used by Default) [yes][NO]: YES

If you are configuring the primary controller in an HA controller pair use the following values.
Configure HA Unit [PRIMARY] [secondary]: PRIMARY
Redundancy Management IP Address: 10.4.59.168
Peer Redundancy Management IP Address: 10.4.59.169

If you are configuring the secondary controller in an HA controller pair use the following values.

Configure HA Unit [PRIMARY] [secondary]: SECONDARY
Redundancy Management IP Address: 10.4.59.169
Peer Redundancy Management IP Address: 10.4.59.168

Step 10: The virtual interface is used by the WLC for mobility DHCP relay and inter-controller communication.
Enter an IP address that is not used in your organization’s network. (Example: 192.0.2.1)

Virtual Gateway IP Address: 192.0.2.1

Step 11: Enter a name for the default mobility and RF group. (Example: REMOTES)
Mobility/RF Group Name: REMOTES

Step 12: Enter an SSID for the WLAN that supports data traffic. This is used later in the deployment process.

Network Name (SSID): WLAN-Data
Configure DHCP Bridging Mode [yes] [NO]: NO

Step 13: Enable DHCP snooping.
Allow Static IP Addresses {YES][no]: NO

Step 14: Do not configure the RADIUS server now. You will configure the RADIUS server later by using the GUI.

Configure a RADIUS Server now? [YES][no]: NO
Warning! The default WLAN security policy requires a RADIUS server.

Please see documentation for more details.

Step 15: Enter the correct country code for the country where you are deploying the WLC.

Enter Country Code list (enter ‘help’ for a list of countries) [US]: US

Step 16: Enable all wireless networks.

Enable 802.11b network [YES] [no]: YES
Enable 802.11a network [YES][no]: YES
Enable 802.11g network [YES][no]: YES

Step 17: Enable the RRM auto-RF feature. This helps you keep your network up and operational.
Enable Auto-RF [YES][no]: YES



Step 18: Synchronize the WLC clock to your organization’s NTP server.
Configure a NTP server now? [YES][no]:YES
Enter the NTP server’s IP address: 10.4.48.17
Enter a polling interval between 3600 and 604800 secs: 86400

Step 19: Save the configuration. If you respond with no, the system will restart without saving the configuration,
and you have to complete this procedure again.
Configuration correct? If yes, system will save it and reset. [yes][NO]: YES
Configuration saved!

Resetting system with new configuration

If you respond with no, the system restarts without saving the configuration, and you have to complete this
procedure again. Please wait for the “Configuration saved!” message before power-cycling the Wireless LAN
Controller.

The WLC resets and displays a User: login prompt.

(Cisco Controller)
Enter User Name (or ‘Recover-Config’ this one-time only to reset configuration to
factory defaults)

User:

If you have been configuring the secondary Shared Cisco 5500 or Cisco Flex 7500 controller as a high
availability controller pair, then at this point the configuration for the secondary controller is now complete. After
the system reset finishes, the secondary controller downloads its configuration from the primary. Web access
to the HA pair is now obtained by using the IP address assigned to the management interfaces of the primary
controller. Because no further steps in this procedure or process are used when configuring the secondary
controller in an HA pair, you must use the following steps and procedures only for initial configuration of the
primary controller.

Step 20: If you are configuring a Cisco Flex 7500 or virtual Wireless LAN Controller (vWLC), after the WLC has
restarted, logon to the console using local userid and password. To configure the WLC to automatically convert
the APs to Cisco FlexConnect mode as they register enter the following command.

config ap autoconvert flexconnect

Configure the time zone

Configuring the time and date of the WLC is critical, because certificate validation is performed using the date/
time as configured on the WLC. Improper date/time may prevent access points from successfully registering with
the WLC. Verify the proper data and time is obtained from the NTP server as configured in the Startup Wizard

Step 1: Use a web browser to log in to the Cisco Wireless LAN Controller administration web page by using the
credentials defined in Step 3. (Example: https://WLC-RemoteSites-1.cisco.local/)

Step 2: Navigate to Commands > Set Time.

Step 3: In the Location list, choose the time zone that corresponds to the location of the WLC.



Step 4: Click Set Time zone.

Save Configuration ~ Ping  Logout Refresh

CISCO MONITOR  WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Commands Set Time Set Date and Time | Set Ti
Download File
uUpload File Current Time Tue May 31 11:07:38 2011
Reboot Date
Config Boot
Month May -
» Scheduled Reboot
Day 31 -
Reset to Factory
Default Year 2011
Set Time
Login Banner Time
Hour 1 -
Minutes 7
Seconds 38
Timezone
Delta hours |0 mins | 0
Location (GMT -8:00) Pacific Time (US and Canada) -
Foot Notes
1. Automatically sets daylight savings time where used.

Step 5: Press OK when prompted that continuing will cancel any scheduled system resets. Any scheduled
system resets will be canceled as changing the time zone may cause a system reset at an undesirable time.

iMessage from webpage X

|@ The scheduled system reset will be cancelled. Are you sure you
want to continue

Ok | | Cancel

Configure SP

Step 1: In Management > SNMP > Communities, click New.
Step 2: Enter the Read Community Name. (Example: cisco)
Step 3: Enter the IP Address of your network management network. (Example: 10.4.48.0)

Step 4: Enter the IP Mask for the network management network. (Example: 255.255.255.0)
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Step 5: In the Status list, choose Enable, and then click Apply.

Save Configuration ~ Ping  Logout Refresh

CcIsco MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Management SNMP v1 / v2¢ Community > New < Back Apply
Summary Community Name  cisco
v ELD 1P Address 10.4.48.0
General
SNMP V3 Users 1P Mask 255.255.255.0

Communities Access Mode Read Only =
Trap Receivers
Trap Controls
Trap Logs

Status Enable -

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
» Logs

Mgmt Via Wireless
b Software Activation

¥ Tech Support

Step 6: In Management > SNMP > Communities, click New.

Step 7: Enter the Read/Write Community Name. (Example: cisco123)

Step 8: Enter the IP Address of your network management network. (Example: 10.4.48.0)

Step 9: Enter the IP Mask of your network management network. (Example: 255.255.255.0)

Step 10: In the Access Mode list, choose Read/Write.

Step 11: In the Status list, choose Enable, and then click Apply.

Saye Configuration ~ Ping  Logout Refresh

CONTROLLER ~ WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

CISCo MONITOR  WLANS
Management SNMP v1 / v2c Community > New < Back Apply
SR Community Name  ciscol23
~ BT IP Address 10.4.48.0
General
TP Mask 255.255.255.0

SNMP V3 Users
Communities Access Mode Read/Write ~
Trap Receivers
Trap Controls
Trap Logs
HTTP-HTTPS
Telnet-SSH

Status Enable =

Serial Port

Local Management
Users

User Sessions
b Logs

Mgmt Via Wireless
b Software Activation

» Tech Support

Step 12: Navigate to Management > SNMP > Communities.
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Step 13: On the right side of the public community, point and click the blue down arrow, and then click Remove.
On the “Are you sure you want to delete?” message, click OK.

Step 14: Repeat Step 13 for the private community. You should have only the read-write and read-only
community strings, as shown.

Cisco

MONITOR ~ WLANS

CONTROLLER ~ WIRELESS

Saye Configuration  Ping  Logout Refresh

SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Communities
Trap Receivers
Trap Controls.
Trap Logs

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
» Logs

Mgmt Via Wireless
b Software Activation
» Tech Support

cisco123

10.4.48.0
10.4.48.0

Management SNMP v1 / v2Zc Community
Summary

+ SNMP Community Name
General cisco
SNMP V3 Users

IP Address

New...
1P Mask Access Mode Status
255.255.255.0  Read-Only Enable a
255.255.255.0  Read-Write Enable a

Step 15: Navigate to Management > SNMP > General and disable SNMP v3 Mode, then press Apply.

MONITOR  WLANs

CONTROLLER  WIRELESS

SECURITY MANAGEMENT COMMANDS

Cisco
Management

Summary

v SNMP
General
SNMP V3 Users
Communities
Trap Receivers
Trap Controls
Trap Logs

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions

¥ Logs

SNMP System Summary

Name
Location

Contact

System Description

System Object ID

SNMP Port Number
Trap Port Number
SNMP v1 Mode
SNMP v2c Mode

SNMP v3 Mode

[vwLc-Remotesites-1

Cisco Controller

1.3.6.1.4.1.9.1.1631

161

[162

Step 16: Navigate to Management > SNMP Communities > SNMP V3 Users
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Step 17: On the right side of the default User Name, point and click the blue down arrow, and then click Remove

Save Configuration  Ping Logout Refresh

RELESS MANAGEMENT COMMANDS HELP FEEDBACK

Cisco MONITOR WIANs CONTROLLER W]

Management SNMP V3 Users
Summary
~ SNMP User Name Access Level
Eaiiel default Readwrite

SNMP V3 Users
Communities
Trap Recelvers
Trap Controls
Trap Logs

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
» Logs

Mgmt Via Wireless
} Software Activation

¥ Tech Support

SECURITY

New...

Auth Protocol Privacy Protocol

HMAC-SHA AES

Step 18: Press OK to confirm that you are sure you want to delete, then press Save Configuration

Cisco MONITOR WLANs CONTROLLER  WII

Save Configuration ~ Ping Logout Refresh

RELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Management SNMP V3 Users

Summary

+ SNMP
General
SNMP V3 Users
Communities
Trap Receivers
Trap Controls
Trap Logs

User Name

default Readwrite

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
¥ Logs

Mgmt Via Wireless
» Software Activation

¥ Tech Support

Access Level

Auth Protocol Privacy Protocol

HMAC-SHA =
Message from webpage

(=]

~
‘g Are you sure yvou want to delete 7

1

Tech Tip

Changes to the SNMP configuration

may sometimes require that the WLC be rebooted.

Deployment Details

August 2014 Series

151



] =Te (I[N [V Limit which networks can manage the WLC

(Optional)

In networks where network operational support is centralized you can increase network security by using an
access control list in order to limit the networks that can access your controller. In this example, only devices on
the 10.4.48.0/24 network are able to access the controller via SSH or HTTPS.

Step 1: In Security > Access Control Lists > Access Control Lists, click New.
Step 2: Enter an access control list name and select ACL Type IPv4, then click Apply.
Step 3: In the list, choose the name of the access control list you just created, and then click Add New Rule.

Step 4: In the window, enter the following configuration details
Sequence—1
Source—IP Address—10.4.48.0 [ 255.255.255.0
Destination—Any
Protocol-TCP
Destination Port—=HTTPS

Action—Permit

Saye Configuration Ping Logout Refresh
alvaln e Config Bing  Logout R

CISCO MONITOR WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Security Access Control Lists > Rules > New < Back Apply
AR Sequence 1
b Local EAP 1P Address Netmask

P Source 1P Add - 10.4.48.0 255.255.255.0
¥ Priority Order ress

b Certificate Destination Any -

~ Access Control Lists
Access Control Lists protoca ee T
€PU Access Control Lists
FlexConnect ACLs Seurce Part Any A

Wireless Protection o 4;nation port HTTPS -
Policies

» Web Auth DscP Any -
TrustSec SXP
Direction Any -
» Advanced

Action Permit -

Then click Apply.
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Step 5: Repeat Step 3 through Step 4, using the configuration details in the following table.

Sequence | Source Destination Protocol Source port Destination port Action

1 10.4.48.0/ Any TCP Any HTTPS Permit
255.255.255.0

2 10.4.48.0/ Any TCP Any Other/22 Permit
255.255.255.0

3 Any Any TCP Any HTTPS Deny

4 Any Any TCP Any Other/22 Deny

5 Any Any Any Any Any Permit

MONITOR WLANS CONTROLLER ~WIRELESS SECURITY ~MANAGEMENT ~COMMANDS HELP  FEEDBACK

Security Access Control Lists > Edit < Back Add New Rule

» Ann

» Local EAP General |

» Priority Order ~ Access List Neme

Destination
nnnnnnnnnnnnnnnnn Mask 1P /Mask Protoc
2 104450 /2552552550 0.0.0.0 /0000 TR A A
P 104480 /2552552550 0.0.0.0 /0000 TR A A
3 Deny 0000 /0.00.0 0.00.0 /0000 TR Any HTTPS Any
Deny  0.0.0.0 /0.00.0 0.00.0 /0000 TR A A
Permit  0.0.0.0 /0.00.0 0.00.0 /0000 any A A

Step 6: In Security > Access Control Lists > CPU Access Control Lists, select Enable CPU ACL.

Step 7: In the ACL Name list, choose the ACL you created in Step 2, and then click Apply then Save
Configuration.

LT[ ME B Configure wireless user authentication using Cisco ISE

In this design, the RADIUS authentication service is provided by the Cisco Identity Services Engine (ISE). The
Cisco ACS server is used solely for network administrative access to the WLC using TACACS+.

Step 1: In Security > AAA > RADIUS > Authentication, click New.
Step 2: Enter the ISE Server IP Address. (Example: 10.4.48.41)

Step 3: Enter and confirm the Shared Secret. (Example: SecretKey)
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Step 4: To the right of Management, clear Enable, and then click Apply.

Cisco

MOMITOR

OMNTROLLER

HELP

FEEDB

Security 7 RADIUS Authentication Servers > Edit < Back Apply |
~ O Server Index 1
General
- RADIUS Server Address 1044841
B Shared Secret Format ASCI
Accounting
Fallback Shared Secret seaaseres
DNE E Confirm Shared Secret LTI
» TACACS+
Loar Key Wrap [Tl (Designed for FIPS customers and requires a key wrap compliant RADIUS server)
Local Net Users
MAC Filtering Fort Nurnber 1812
Disabled Cl‘e”_ts_ Server Status Enabled -
User Login Policies
4P Paliciss Support for RFC 3576 Enabled =
Password Policies | | o ur Timeout 2 seconds
b Local EAP Metwork User Enabls
¥ Priority Order Management [ Enatle
b Certificate IPSec [[]  Enable
b Access Control Lists

Step 5: Repeat the Step 1 through Step 4 in the above process to add the secondary Cisco ISE authentication
server (Example 10.4.48.42), then press apply followed by click Save Configuration.

Step 6: In Security > AAA > RADIUS > Accounting, click New.
Step 7: Enter the ISE Server IP Address. (Example: 10.4.48.41)

Step 8: Enter and confirm the Shared Secret (Example: SecretKey), and then click Apply.

Ping  Logo

CIsCcOo “ONTROLLER ECURITY S HELP  EEED!
Security 7 RADIUS Accounting Servers > Edit = Back apply
SALAl Server Index 1

General
= RADIUS Server Address 10.4.48.41
PRt Shared Secret Format ASCIT »
Accounting
Fallback Shared Secret (11}
B £ Confirm Shared Secret see
P TACACS+
Loap Port Murmber 1813
Local Net Users Server Status Enabled -
MAC Filtering
Disabled Clients Server Timaout 2 seconds
User Login Policies Network User Enable
AP Policies
Fassword Policies IPSee [0 enable
» Local EAP
¥ Priority Order
b Certificate
b Access Control Lists

Step 9: Repeat Step 6 through Step 8 to add the secondary Cisco ISE accounting server (Example 10.4.48.42),

click Apply, and then click Save Configuration.
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{11 [I[{-W A Configure management authentication using Cisco ACS

You can use this procedure to deploy centralized management authentication by configuring an authentication,
authorization and accounting (AAA) service.

As networks scale in the number of devices to maintain, the operational burden to maintain local management
accounts on every device also scales. A centralized AAA service reduces operational tasks per device and
provides an audit log of user access for security compliance and root-cause analysis. When AAA is enabled for
access control, it controls all management access to the network infrastructure devices (SSH and HTTPS).
Step 1: In Security > AAA > TACACS+ > Authentication, click New.

Step 2: Enter the Server IP Address. (Example: 10.4.48.15)

Step 3: Enter and confirm the Shared Secret, and then click Apply. (Example: SecretKey)

Save Configuration  Pin: Logout Refresh
alraln e Config Bing  Logout R

CIsSCO MONITOR  WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Security TACAC S+ Authentication Servers > New < Back Apply

- AAA Server Index (Priority) 1
General
» RADIUS Server IP Address 10.4.48.15
w TACACS+
Authentication
Accounting Shared Secret

Shared Secret Format ASCIT

Authorization Confirm Shared Secret
LDAP
Local Net Users
MAC Filtering Server Status Enabled ~
Disabled Clients
User Login Policies
AP Policies
Password Policies

Port Number 49

Server Timeout 5  seconds

b Local EAP

b Priority Order

b Certificate

¥ Access Control Lists

Wireless Protection
Policies

¥ Web Auth
TrustSec SXP
» Advanced

Step 4: In Security > AAA > TACACS+ > Accounting, click New.

Step 5: Enter the Server IP Address. (Example: 10.4.48.15)
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Step 6: Enter and confirm the Shared Secret, and then click Apply. (Example: SecretKey)

Saye Configurstion  Bing  Logout Refresh

CISCO MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Security TACAC S+ Accounting Servers > New < Back Apply
SPAAA Server Index (Priority) 1

General
» RADIUS Server IP Address 10.4.48.15
SRl = Shared Secret Format ASCI v

Authentication

GrmmaTE Shared Secret sseassese

Authorization Confirm Shared Secret [

LDAP
T — Port Number 49
MAC Filtering Server Status Enabled

Disabled Clients
User Login Policies
AP Policies
Password Policies

Server Timeout 5  seconds

¥ Local EAP

» Priority Order

b Certificate

¥ Access Control Lists

Wireless Protection
Policies

¥ Web Auth
TrustSec SXP
» Advanced

Step 7: In Security > AAA > TACACS+ > Authorization, click New.
Step 8: Enter the Server IP Address. (Example: 10.4.48.15)

Step 9: Enter and confirm the Shared Secret, and then click Apply. (Example: SecretKey)

Saye Configurstion ~ Ping  Logout Refresh

cisco MONITOR ~WLANS CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP  FEEDBACK
Security TACAC S+ Authorization Servers > New < Back Apply
L Server Index (Priority) 1~
General
» RADIUS Server IP Address 10.4.48.15
= EES: Shared Secret Format ASCIT +
Authentication
Accounting Shared Secret sssssssss
Autherization Confirm Shared Secret
LDAP
Local Net Users Port Number 49
MAC Filtering Server Status ‘Enabled ~
Disabled Clients —
Server Timeout 5 seconds

User Login Policies
AP Policies
Password Policies

b Local EAP

b Priority Order

b Certificate

¥ Access Control Lists

Wireless Protection
Policies

¥ Web Auth
TrustSec SXP
» Advanced

Step 10: Navigate to Security > Priority Order > Management User.
Step 11: Using the arrow buttons, move TACACS+ from the Not Used list to the Used for Authentication list.

Step 12: Using the Up and Down buttons, move TACACS+ to be the first in the Order Used for Authentication
list.
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Step 13: Using the arrow buttons, move RADIUS to the Not Used list, and then click Apply.

Save Configuration Pin Logout Refresh
alraln e Config Bing  Logout R

CISCO MONITOR ~ WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Security Priority Order > Management User Apply

» AAA

» Local EAP Authentication

~ Priority Order
Management User

b Certificate RADIUS |« TACACS +
» Access Control Lists -

Wireless Protection
Policies

Not Used Order Used for Authentication

¥ Web Auth If LOCAL is selected as second priority then user will be authenticated against

TrustSec SXP LOCAL only if first priority is unreachable.

¥ Advanced

Step 14: Verify that TACACS+ authentication is functioning properly by logging off the wireless LAN controller
and logging back on. If you are unable to logon, verify that the WLC has been added to the ACS server properly
by reviewing the ACS Section called Configuring Cisco Secure ACS for Wireless Infrastructure Access above.

T (1K Configure the resilient WLC

This design uses two WLCs. The first is the primary WLC, and the access points register to it. The second WLC
provides resiliency in case the primary WLC fails. Under normal operation with HA SSO, there will not be any
access points registered to the resilient WLC.

Step 1: Configure the resilient HA SSO secondary WLC by repeating Procedure 5 through Procedure 10.

LT [1- VB Configure mobility groups

In the event that you are using two WLCs using HA SSO mode of operation (Shared Cisco 5500 Series WLCs or
Cisco Flex 7500 Series Cloud Controllers), you should skip this procedure as two WLCs in a high availability pair
share the same configuration and operate as one appliance. If you are using two or more WLCs without HA SSO
(2504 or VWLCs), then complete this procedure in order to place both controllers into a common mobility group.

This form of redundancy is often referred to as N+1, and in this mode the two or more controllers operate
concurrently. For naming, we have assigned roles such as Primary and Secondary. For clarity, please note that
all controllers in an N+1 configuration are active and from an access-point of view have equal capabilities. In
addition, unlike HA SSO, controllers in an N+1 configuration may be comprised of different models (Cisco 5500,
2504, 7500, 8500, and vVWLC Series).

1 | Tech Tip

At this time the Cisco 5760 Series WLC does not support FlexConnect and therefore
cannot provide FlexConnect services to remote site access points.



The common mobility group name and mobility configuration outlined in this procedure merely allows controllers
to share mobility information regarding the wireless clients being serviced. This information sharing greatly

improves inter-controller roaming performance.

Step 1: On each of the non-high availability controllers that shall be in the mobility group, navigate to
Controller > Mobility Management > Mobility Groups. Record the MAC address, IP address, and mobility
group name for the local controller are shown on the Static Mobility Group Members page. Record them in the

following table.

Table 15 - FlexConnect mobility group values

CVD values CVD values Site-specific values Site-specific values
primary controller | secondary controller | primary controller secondary controller

Controller | VWLC-RemoteSites-1 | vWLC-RemoteSites-2

name

IP address | 10.4.59.58 10.4.59.59

MAC 00:50:56:22:18:19 00:50:56:22:47:64

address

Mobility REMOTES REMOTES

group

name

Figure 11 - FlexConnect Mobility Group WLC-1 (Primary)

Hm

cisco

Save Configuration ~ Ping  Logout ' Refrest

MONITOR WLANs CONTROLLER ~WIRELESS SECURITY MANAGEMENT COMMANDS HELP EEEDBACK

Controller

General
Inventory

Interfaces

Multicast

Interface Groups

Static Mobility Group Members

Local Mobility Group REMOTES

MAC Address 1P Address

00:50:56:22:18:19  10.4.59.58

Group Name

REMOTES

Multicast 1P

0.0.0.0

New... Editall

Status Hash Key
up 46700566f1853¢7c2739db313fdS8f0C7e0394b

Network Routes

~ Mobility Management
Mol figuration

WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP  EEEDBACK

Static Mobility Group Members

Local Mobility Group  REMOTES

MAC Address 1P Address

10.4.59.59

Group Name Multicast 1P status

REMOTES 00.0.0 up

Hash Key

00:50:56:02:47:64 91611564bS0fad39bdase7A131a72¢ 060603

Step 2: On the resilient controller (Example: vVWLC-RemoteSites-2), navigate to Controller > Mobility
Management > Mobility Groups, and then click New.

Step 3: In the Member IP Address box, enter the IP address of the controller designated as the primary
controller, VWLC-RemoteSites-1 in this case. (Example: 10.4.59.58)
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Step 4: In the Member MAC Address box, enter the MAC address of the primary controller, and then click
Apply. (Example: 00:50:56:a2:18:19)

Controller Mobility Group Member > New
General Mermber IP Address 10.4,59.58
Inventory Mermber MAC Address — 00:50:56:42:18:19
Interfaces Group Name REMOTES
Interface Groups Hash none

Multicast
Network Routes

¥ Mobility Management
Mobility Configuration
Mobility Groups
Mobility Anchor Config
Multicast Messaging

Logo
HELP  FEED

Controller Mobility Group Member > New < Back Apply

General Member IP Address 10.4.59.59

Inventory Member MAC Address 00:50:56:a2:0%:90

Interfaces Group Mame REMOTES-wWLC

Interface Groups Hash none

Multicast

Network Routes

. Mability
Management
Mability Configuration
Mobility Groups
Mobility Anchar Config
Multicast Messaging

Step 5: On the controller designated as the primary controller (vWLC-RemoteSites-1), navigate to Controller >
Mobility Management > Mobility Groups, and then click New.

Step 6: In the Member IP Address box, enter the IP address of the resilient controller. (Example: 10.4.59.59)

Step 7: In the Member MAC Address box, enter the MAC address of the resilient controller, and then click
Apply. (Example: 00:50:56:a2:47:64)

MONITOR  WIANs CONTROLLER  WIRELESS SECURITY MANAGEMENT COMMANDS HELP  FEEDBACK

Controller Mobility Group Member > New

General

Member IP Address [10.4.59.59 |
Inventory

Member MAC Address [00:50:55:32:47:54 ]
Interfaces

Group Name [REmoTES |
Interface Groups

Hash ‘none ‘

Multicast

Network Routes

v Mobility Management
Mobility Configuration
Mobility Groups
Mobility Anchor Config
Multicast Messaging

Step 8: On each controller, click Save Configuration, and then click OK.
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Step 9: Navigate to Controller > Mobility Management > Mobility Groups on each of the controllers, and then
verify that connectivity is up between all the controllers by examining the mobility group information. In the Status
column, all controllers should be listed as Up as shown below (Primary/Secondary).

Save Configuration | Ping Logout  Refresh

MONITOR WLANs CONTROLLER ~WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Controller Static Mobility Group Members [ New.. | Edian
General
— Local Mobility Group _ REMOTES,
LIETREED MAC Address 1P Address Group Name Multicast TP Status Hash Key
Interface Groups 00:50:56:32:18:19  10.4.59.58 REMOTES 0.0.00 up 46700566f1853C7c2739db313(d5810¢7e0394b
Multicast
00:50:56:a2:47:64 10.4.59.59 Remores 00,00 w ]

Network Routes

~ Mobility Management
Mabl uration

Mobility Anchor Conflg
Multicast Messaging

WLANS CONTROLLER  WIRELESS SECURITY MANAGEMENT ~COMMANDS HELP  FEEDBACK

Controller Static Mobility Group Members

General
Local Mobility Group  REMOTES

MAG Address P Address Group Name Multicast 1 status Hash Key
oossEaz4TEd 1045959 ReEMOTES 0000 up 161
00:50:56:a2118:19 10.4.59.58 REMOTES 0000 v e

LI -T [I[-W W Configure the data wireless LAN

Wireless data traffic can handle delay, jitter, and packet loss more efficiently than wireless voice traffic. For the
data WLAN, keep the default QoS settings and segment the data traffic onto the data wired VLAN.

Step 1: Navigate to WLANSs.
Step 2: Click the WLAN ID number of the data SSID.

Step 3: On the General Tab, to the right of Status, ensure that it is enabled by selecting Enabled, and then click
Apply.

cisco MONITOR WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANSs > Edit 'WLAN-Data'
v WLANs - T ane - -
AT General | Security | QoS | Policy-Mapping | Advanced |
» Advanced
Profile Name WLAN-Data
Type WLAN
SSID WLAN-Data-vWLC
Status Enabled
I
Security Policies [WPA2][Auth(802.1X + CCKM)]

(Modifications done under security tab will appear after applying the changes.)

Radio Policy Al v
Interface/Interface Group(G)
Multicast Vlan Feature [ enabled
Broadcast SSID Enabled

NAS-ID VWLC-RemoteSites-1

Step 4: On the Security > Layer 2 tab, enable CCKM. This enables fast roaming.
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1 | Tech Tip

CCKM may not be compatible with older wireless clients that do not support the CCX
v4.0 or v5.0 extensions. Disabling CCKM may be necessary in environments where
older wireless devices are used or where public use of wireless devices using 802.1x/
WPAZ2 is a requirement.

alvale
cisco MONITOR  WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANSs WLANSs > Edit "WLAN-Data’
v WLANs General | Securi Policy-Mappi Advanced
A eral ecurity LQoS L icy-Mapping L van |
» Advanced Layer 2 Ll_nyerB | AAAServers |

Layer 2 Security £
MAC Filtering® [ ]
Fast Transition
Fast Transition |

Protected Management Frame

PMF Disabled Vv

WPA+WPA2 Parameters

WPA Policy O

WPA2 Policy

WPA2 Encryption Maes ke
Authentication Key Management

802.1x Enable

CCKM Enable

PSK [ Enable

Step 5: On the Advanced tab, specify that DHCP Address Assignment is required, disable mDNS Snooping,
enable FlexConnect Local Switching, and then click Apply.

s uration  ging - Logout Relres!
alvale g B
cisco MONITOR ~ WIANs CONTROLLER ~WIRELESS ~SECURITY ~MANAGEMENT ~COMMANDS —HELP  FEEDBACK
WLANSs WLANs > Edit "WLAN-Data’ <Back Avply
~ WiANs e
T General | Security | QoS | Policy-Mapping | Advanced
» Advanced ~
Allow AAA Override [ enabled DHCP
Coverage Hole Detection Enabled DHCP Server [ override
ratl seson ineoue glioa ]
Session Timeour (secs) OHCr Adar. Assgmment ] Requred
Aironet TE nal
Wlenabled ornn
Oiagnostic Channel Clenabled e —
Overrde Iterace AcL 1ove ™ Spit Tumnel (prners) (] Enabled
Layer2 acl Management Frame Protection (MFP)
P20 Blocking Action
P E R
Client Exclusion enabled
Timeout Value (secs) DTIM Period (in beacon intervals)
Maximum Alowed Clients £ [
Static 1 Tumneling % Clenabied s02.11/n (1 - 255) —
Wi Direct Clents olcy s2ubana-2s9 L]
sl ote: e rs s nac
Clear Hotspor Configuration Clenabled Nacstate [None ]
Client user idle timeout(15-100000) o Load Balancing and Band Select
Cllent user e threshold (0-10000000) [0 Bytes Cllnt Losd Balanang a]
Off Channel Scanning Defer Client Band Select o
Scan Deer prionty 01234567 Passive client
[m]m]mm]]) m] Passive Client =]
Scan Defer Time(msecs) (100 Voice
FlexConnect Media Session Snooping [ enabled
ER— —— e
¥ ena
Switching 2 KTS based CAC Policy [ enabled
FlexConnect Local Ath 2 L] Enabled TG T
Leam Clsne 1P Acdress = B Ensbied T ]
Vian based Central - TR o
Switching 2 & G
- Local client profiling
Gentral DHCP processing (] Enabled
Overrde NS O] Enabled DHCP Profing u]
- — HTTP Profiing o
NS
MONS Snooping L[] _Eenabled v
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1T [I[-W [ Configure the voice wireless LAN

Wireless voice traffic is unigue among other types of data traffic in that it cannot effectively handle delay and
jitter or packet loss. To configure the voice WLAN, change the default QoS settings to Platinum and segment the
voice traffic onto the voice wired VLAN.

Step 1: On the WLANS page, in the list, choose Create New, and then click Go.

Saye Configurstion  Ping  Logout Refresh

cIsco MONITOR ~WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANs Entries 1- 1 of 1
- WLANSs Current Filter:  None [Change Filter] [Clear Filter] Create New - Gs
WLANS
» Advanced
) Wian Admin
U Type Profile Name WLAN SSID Status Security Policies
1 WLAN WLAN-Data WLAN-Data Enabled  [WPAZ][Auth(802.1X)]

Step 2: Enter the Profile Name. (Example: Voice)

Step 3: In the SSID box, enter the voice WLAN name, and then click Apply. (Example: WLAN-Voice)

Save Configuration ~ Ping  Logout Refresh

CISCO MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANS > New < Back Apply
- [EANS Type WLAN -

WLANS

»

Advanced

Profile Name
SSID

D

Voice
WLAN-Voice

2 -

Step 4: On the Advanced tab, disable mDNS Snooping, because this is not supported with FlexConnect Local
Switching. For voice WLANs, DHCP-required is not a recommended configuration, because roaming between
WLCs that use different DHCP servers may result in frame loss. Additionally, some voice deployments require
static IP address assignment for voice endpoints.
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Step 5: Enable FlexConnect Local Switching by selecting Enabled, and then click Apply.

cisco
WLANs WLANSs > Edit "Voice' < Back Apply M
- "gﬂz’ [ General | security | Qos | advanced |
100000) 300 Seconds Passive Client =
» Advanced
Client user idle threshold (0- o Passive Client [&]
10000000) Bytes v
Off Channel Scanning Defer
Media Session Snooping 1 Enabled
Sealbe oty 012345 07 Re-anchor Roamed Voics Clients [F]  Enabled
¥ W @
HHEE 0 KTS based CAC Policy (] Enabled
Sean Defer Time oo | Client Profiling L
(msecs)
DHCP Profiling a
FlexConnect
HTTP Profiling a8
FlexConnect Local
Cating 2 Enabled mDNS
FlexCannect Local Auth & [ Enabled | mons snesping 1 enabied |
Learn Client 1P Address § Enabled
Vlan based Central 5
Switching 43 [ Enabled
Central GHCP Processing ] Enabled
Override DNS [ Enabled
AT-PAT Enabled
< i v

WLANs WLANSs > Edit "Voice' < Back Apply =

¥ WLANS [ General | Security | Qos | Advanced |
Wiais
» Advanced
Quality of Service (QoS)
application visibility ] Enabled
AV Profils none
Metflow Monitar none -

Override Per-User Bandwidth Gontracts (kbps) 22

I

I

DownStream  UpStream

Average Data Rate 0 0
Burst Data Rate 0 0
Average Real-Time Rate 0 0
Burst Real-Time Rate 0 0

Override Per-SSID Bandwidth Contracts (kbps) 4

DownStream  UpStream

Average Data Rate o o =

Burst Data Rate o o -
En i o

Step 7: On the Security > Layer 2 tab, enable CCKM. This enables fast roaming.

and then click Apply.
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1 | Tech Tip

CCKM may not be compatible with older wireless clients that do not support the CCX
v4.0 or v5.0 extensions. Disabling CCKM may be necessary in environments where
older wireless devices are used or where public use of wireless devices using 802.1x/
WPAZ2 is a requirement.

tion Bing  Logout Refresh

2 WIRELESS ~ SECU MANAGEMENT
WLANs WLANSs > Edit 'Voice' < Back Apply 5
¥ WLANs General | Security | QoS | Policy-Mapping | Advanced
WLANS
» Advanced Layer 2 | Layer 3 | AAA Servers
Layer 2 Security & WPATWPAZ -

MAC Filtering2 []
Fast Transition
Fast Transition [ |

i

Protected Management Frame

n

PMF Disabled v

WPA+WPA2 Parameters

WPA Policy ]

WPAZ Policy

WPA2 Encryption Vlags [Crmaap i
Authentication Key Management

CCKM Ename "

PSK T enable =

ol i ,

Step 8: On the General tab, to the right of Status, select Enabled, and then click Apply.

MONITOR ONTROLLER ~ WIRELESS SECURITY MANAGEMENT COMMANDS HELP  FEEDBACK
WLANs WLANSs > Edit “Voice® <Back Apply F
~ WLANs e
L General | | security | Qus | advance d |

» Advanced

Profile Name oice

Type WLAN

ssip WLAN-voice

Status Ensbled

Security Policies [wPAZ][Auth(802.1X)]

(Madifications done under security tab wil appear after applying the changes.)

Enabled
WLG-RemoteSites-1

LTS [T WA Configure controller discovery

You have three options to configure controller discovery, depending on the number of controller pairs and the
type of DHCP server you’ve deployed.

If you have only one controller pair in your organization, complete Option 1 of this procedure.

If you have deployed multiple controller pairs in your organization and you use Cisco |0S Software in order to
provide DHCP service, complete Option 2. If you have deployed multiple controller pairs in your organization and
you use a Microsoft DHCP server, complete Option 3.

Deployment Details August 2014 Series



Figure 13 - Flow chart of WLC discovery configuration options

How many
wireless LAN
controllers?

Multiple WLCs
or HA pairs

One WLC or
HA pair

Use DNS to resolve
cisco-capwap-controller
to the controller's
management IP address
using Option 1

Use DHCP Option 43
to return the IP addresses
of the wireless LAN
controller pairs

Are onsite
Microsoft DHCP
servers
available?

NO —

YES

. '

Configure Microsoft
DHCP Server
using Option 3

Configure I0S-based
DHCP Server
using Option 2

v

‘ Finished }

Option 1: Only one WLC pair in the organization

If HA SSO is being used, the WLC pair is represented by a single IP address, that being the management
address of the primary WLC. The resilient secondary controller will assume the IP address of the primary in the

event the primary WLC fails.

Step 1: Configure the organization’s DNS servers (Example: 10.4.48.10) to resolve the cisco-capwap-controller
host name to the management IP address of the controller. (Example: 10.4.59.58) The cisco-capwap-controller
DNS record provides bootstrap information for access points that run software version 6.0 and higher.

Step 2: If the network includes access points that run software older than version 6.0, add a DNS record to
resolve the host name cisco-lwapp-controller to the management IP address of the controller.
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Option 2: Multiple WLC pairs in the organization: Cisco IOS DHCP server

In a network where there is no external central site DHCP server you can provide DHCP service with Cisco 10S
Software. This function can also be useful at a remote-site where you want to provide local DHCP service and
not depend on the WAN link to an external central-site DHCP server.

Step 1: Assemble the DHCP Option 43 value.

The hexadecimal string is assembled as a sequence of the Type + Length + Value (TLV) values for the Option 43
suboption, as follows:

Type is always the suboption code Oxf1.
- Length is the number of controller management IP addresses times 4 in hex.

Value is the IP address of the controller listed sequentially in hex.
For example, suppose there are two controllers with management interface IP addresses, 10.4.46.64 and

10.4.46.65. The type is Oxf1. The length is 2 * 4 = 8 = 0x08. The IP addresses translate to 0a042e44
(10.4.59.58) and 0a042e45(10.4.59.59). When the string is assembled, it yields f1080a043b3a0a043b3b.

Step 2: On the network device, add Option 43 to the pre-existing data network DHCP Pool.

ip dhcp pool [pool name]
option 43 hex £1080a043b3a0a043b3b

Option 3: Multiple WLC pairs in the organization: Microsoft DHCP server

This procedure shows how the Microsoft DHCP server is configured to return vendor-specific information to
the lightweight Cisco Aironet 1600, 2600, 3600 and 3700 Series Access Points used in this design guide. The
vendor class identifier for a lightweight Cisco Aironet access point is specific to each model type. To support
more than one access point model, you must create a vendor class for each model type.

Table 16 - Vendor class identifiers

Access point Vendor class identifier
Cisco Aironet 1600 Series Cisco AP ¢1600
Cisco Aironet 2600 Series Cisco AP ¢2600
Cisco Aironet 3600 Series Cisco AP ¢3600
Cisco Aironet 3700 Series Cisco AP ¢3700

Step 1: Open the DHCP Server Administration Tool or MMC.



Step 2: Navigate to DHCP > ad.cisco.local, right-click IPv4, and then click Define Vendor Classes.

% pHee [-[=1x]
Fle Acton View Help

I%mls;!ﬁ\xm EE ]

= Name T [[Actions
B ddscolocl BPv hﬁﬁ P——
® i BIPvE
B OWeyseite. More Actions »
New Scape...
New SUperscope...

New Multicast Scope

Reconcie All Scopes.

Set Predefined Options. .
Refresh

Properties

Help

Define vendor spedific option dasses

Step 3: In the DHCP Vendor Classes dialog box, click Add.

DHCP ¥endor Classes EHE
Available clazses:
Mame | Diescription | Add... [: |
Microzoft Windows 20...  Microzoft vendor-specific option... ;
Microzoft Windows 98 .. Microzoft vendor-specific option... Edit... |
Microzoft Options Microzoft vendor-specific option. ..
Bemove |

Cloze |

Step 4: In the New Class dialog box, enter a Display Name. (Example: Cisco Aironet 1600 AP)

Step 5: In the ASCII section, enter the vendor class identifier for the appropriate access point series from Table
13, and then click OK. (Example: Cisco AP ¢1600)



Step 6: In the DHCP Vendor Classes dialog box, click Close.

¥ DHCP (O]
File  Action View Help
= | #@E|XRE o= | HE
& Drcp Name [ [ actions
Cl-| ad.cisco.local 1P ad.cisco.local -
B 1Pt FIFve
IPve Mare Actions »
|
DHCP ¥endor Classes EE3
Available clagses:
Name | Description | il Add...
Miu—l_l
jNew Class Il E3 |3 |
i f .
. Dizplay name:
Cis EMEVE
Cis lCisco Ajronet 1600 AP | —l
Ciz
Cie  Description:
Cis I
Cis
Ciz .
~ D Binary: ASCI:
o000 43 69 73 63 6F 20 41 50 |Cisco AP
0008 20 63 31 36 30 30 | c1600] I E'DLI
oK I Cancel |

Step 7: Right-click the IPV4 DHCP server root, and then click Set Predefined Options.

Step 8: In the Option Class list, choose the class you just created, and then click Add.

Predefined Dptions and ¥Yalues EH |

Cption class: Cizco Aironet 1600 AP -
O ption narme: I A I
Add... Edi. | ek |
Deszcription: I
—alue
(] Cancel
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Step 9: In the Option Type dialog box, enter a Name. (Example: Option 43)
Step 10: In the Data Type list, choose IP Address.
Step 11: Select Array.

Step 12: In the Code box, enter 241, and then click OK.

Change Dption Name EE
Class: Cizco Aironet 1600 4P
Mame: IEIptiu:un 43
[rata pme; IIF' Address j ¥ firay
Cader I 241
Diezcnption: ||

| QF. I Cancel

The vendor class and suboption are now programmed into the DHCP server. Now, you need to define the
vendor-specific information for the DHCP scope.

Step 13: Choose the DHCP that you will be installing access points on, right-click Scope Options, and then click
Configure Options.

Step 14: Click the Advanced tab, and then in the Vendor class list, choose the class you created in this
procedure. (Example: Cisco Aironet 1600 AP)

Step 15: Under Available Options, select 241 Option 43.



Step 16: In the IP address box, enter the IP address of the primary controller’'s management interface, and then
click Add. (Example: 10.4.59.58)

. General Advanced |

Yendor class: & .t \
Uszer class: IDefauIt [zer Class j
&vailable Optiohs |_Description

241 Dptian 43 |

4| | ]

= Drata entry
Server name:
I Hezalve |
IF address:

| Add

Remove
g

[

o [

K. Cancel Lpply




Step 17: If you are not using HA SSO (as is the case with the VWLC), it is necessary to repeat Step 16 for the
resilient controller, and then click Apply. (Example: 10.4.59.69)

. General Advanced |

VErEED Ela | Cisca Aironet 1600 AP =l
User class: I Default User Class j
Arvallable Dptions |Dmm$hn

241 Option 43

l a

= Drata entry
Server name:
I Hezalve |
IF address:
[ . Add
Remove |
10.4.53.59
U |
Do |

] 4 Cancel Apply

MG (TN Configure the remote-site router

Remote-site routers require additional configuration in order to support wireless VLANS. If you have a single
WAN remote-site router, complete Option 1 of this procedure. If you have dual remote-site routers, complete
Option 2.

Option 1: Single WAN remote-site router

Step 1: Create wireless data and voice sub-interfaces on the router’s interface that connects to the access
layer switch. The interface will be a physical interface when the connection is a single link, and it will be a logical
port-channel interface when the connection is EtherChannel.

interface GigabitEthernet0/2.65

description Wireless Data

encapsulation dotlQ 65

ip address 10.5.42.1 255.255.255.0

ip helper-address 10.4.48.10

ip pim sparse-mode

|

interface GigabitEthernet0/2.70



description Wireless Voice

encapsulation dotlQ 70
ip address 10.5.43.1 255.255.255.0
ip helper-address 10.4.48.10

ip pim sparse-mode

Step 2: If application optimization is deployed at the remote site, as described in the Application Optimization
Using Cisco WAAS Technology Design Guide, configure Web Cache Communication Protocol (WCCP)
redirection on the router’s wireless data interface.

interface GigabitEthernet0/2.65
description Wireless Data

ip wccp

61 redirect in

Step 3: If the network does not have a central-site DHCP server, configure the Cisco I0S Software DHCP
service on the router.

ip dhcp excluded-address 10.5.42.1 10.5.42.10

ip dhcp excluded-address 10.5.43.1 10.5.43.10

ip dhcp pool WLAN-Data

network 10.5.42.0 255.255.255.0

default-

router 10.5.42.1

domain-name cisco.local
dns-server 10.4.48.10
ip dhcp pool WLAN-Voice

network

default-

10.5.43.0 255.255.255.0
router 10.5.43.1

domain-name cisco.local
dns-server 10.4.48.10

Option 2: Dual WAN remote-site routers

Step 1: On the primary router, create wireless data and voice sub-interfaces on the interface that connects to
the access layer switch. The interface will be a physical interface when the connection is a single link, and it will
be a logical port-channel interface when the connection is EtherChannel.

interface GigabitEthernet0/2.65

description Wireless Data

encapsulation dotlQ 65

ip address 10.5.42.2 255.255.255.0
ip helper-address 10.4.48.10

ip pim dr-priority 110

ip pim sparse-mode

standby
standby
standby
standby
standby

standby
|

version 2

1 ip 10.5.42.1

priority 110

preempt

authentication md5 key-string ciscol23
track 50 decrement 10

interface GigabitEthernet0/2.70


http://cvddocs.com/fw/125-14b
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description Wireless Voice
encapsulation dotlQ 70

ip address 10.5.43.2 255.255.255.0
ip helper-address 10.4.48.10

ip pim dr-priority 110

ip pim sparse-mode

standby version 2

standby 1 ip 10.5.43.1

standby 1 priority 110

standby 1 preempt

standby 1 authentication md5 key-string ciscol23
standby 1 track 50 decrement 10

Step 2: On the secondary router, create wireless data and voice sub-interfaces on the interface that connects
to the access layer switch. The interface will be a physical interface when the connection is a single link, and a
logical port-channel interface when the connection is EtherChannel.

interface GigabitEthernet0/2.65

description Wireless Data

encapsulation dotlQ 65

ip address 10.5.42.3 255.255.255.0

ip helper-address 10.4.48.10

ip pim dr-priority 105

ip pim sparse-mode

standby version 2

standby 1 ip 10.5.42.1

standby 1 priority 105

standby 1 preempt

standby 1 authentication md5 key-string ciscol23

!

interface GigabitEthernet0/2.70

description Wireless Voice

encapsulation dotlQ 70

ip address 10.5.43.3 255.255.255.0

ip helper-address 10.4.48.10

ip pim dr-priority 105

ip pim sparse-mode

standby version 2

standby 1 ip 10.5.43.1

standby 1 priority 105

standby 1 preempt

standby 1 authentication md5 key-string ciscol23



Step 3: If application optimization is deployed at the remote site as described in the Application Optimization
Using Cisco WAAS Technology Design Guide, configure WCCP redirection on both the primary and secondary
router.
interface GigabitEthernet0/2.65
description Wireless Data

ip wcep 61 redirect in

MG (TR Configure the remote-site switch for APs

Before remote-site switches can offer the appropriate trunk behavior to access points configured for Cisco
FlexConnect wireless switching, you must reconfigure the switch interfaces connected to the access points. For
consistency and modularity, configure all WAN remote sites that have a single access switch or switch stack to
use the same VLAN assignment scheme.

Step 1: On the remote-site switch, create the data and voice wireless VLANS.
vlan 65
name WLAN Data
vlan 70
name WLAN Voice

Step 2: Configure the existing interface where the router is connected to allow the wireless VLANS across the
trunk. If there are two routers at the site, configure both interfaces.
interface GigabitEthernet 1/0/24
switchport trunk allowed vlan add 65,70

Step 3: Reset the switch interface where the wireless access point will connect to its default configuration.
default interface GigabitEthernet 1/0/23

Step 4: Configure the interface to which the access point will connect to allow a VLAN trunk for remote-site
VLANS.

1 | Tech Tip

You do not need to specify the trunk encapsulation type on Catalyst 2960X and 4500
Series switches, but you do need to specify it on Catalyst 3750X Series switches.

interface GigabitEthernet 1/0/23
description FlexConnect Access Point Connection
switchport trunk encapsulation dotlg
switchport trunk native vlan 64
switchport trunk allowed vlan 64,65,70
switchport mode trunk
switchport nonegotiate
switchport port-security maximum 255
spanning-tree portfast trunk

macro apply EgressQoS
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{11 (1% [1B Enable licensing on the vVWLC

The Wireless LAN Controller virtual Appliance OVA includes a temporary 60-day license that includes 200
access points. You can activate the demo license included with the Cisco vVWLC deployment by completing the
following steps. After you acquire a permanent license from licensing@cisco.com, you must install and activate it,
using the same steps below.

Caution

If you do not activate the demo licenses, you will be unable to register the access point

with the vVWLC.
Step 1: On the VWLC, navigate to Management > Software Activation > Licenses.
Step 2: Change the Priority to High by using the Set Priority button, and then click Apply.
Step 3: Accept the License, click OK, and then click Apply.

Step 4: Reboot the Cisco vVWLC by navigating to Commands > Reboot > Save and Reboot.

T (1WA Configure the AP for Cisco FlexConnect

Step 1: Connect the access point to the remote-site switch, and then wait for the light on the access point to
turn a solid color.

Step 2: On the WLC’s web interface, navigate to Wireless > Access Points.
Step 3: Select the AP Name of the access point you want to configure.

Step 4: If the access points were not previously registered to the WLC prior to issuing the autoconvert
command in Step 20 of Procedure 7, skip this step.

If the access points were registered to the WLC prior to issuing the autoconvert command, on the General
tab, in the AP Mode list, choose FlexConnect, and then click Apply. Wait for the access point to reboot and
reconnect to the controller. This should take approximately three minutes.

MONITOR  WLANS CONTROLLER WIRELESS SECURTTY MANAGEMENT COMMANDS HELP EEEDBACK
All APs > Details for AP6¢20.560e.1b11 < Back Apply 5

General | Credentials | Interfaces | High Availability | Inventory | FlexConnect | Advanced |




Step 5: In Wireless > Access Points, select the same access point as in Step 3.

Step 6: On the FlexConnect tab, select VLAN Support.

Step 7: In the Native VLAN ID box, enter the trunk’s native VLAN number as configured in Procedure 17, and
then click Apply. (Example: 64)

CIsco
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802 11a/nfac
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Netflow
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I

Step 8: Click VLAN Mappings.

Step 9: For the data WLAN, in the VLAN ID box, enter the VLAN number from Procedure 17. (Example: 65)

Step 10: For the voice WLAN, in the VLAN ID box, enter the VLAN number from Procedure 19 and then click
Apply. (Example: 70)

cisco
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s0z.11b/a/n
Dual-Band Radios
Global Configuration

-

Advanced
Mesh
RF Profiles

FlexConnect Groups
FlexConnect ACLs
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M1 :Te[1[-W¥3 Configure access points for resiliency

If you are using the HA SSO feature on a Cisco 5500 Series WLC or Cisco Flex 7500 Series Cloud Controller,
skip this procedure, as the resilient controller automatically tracks the primary controller and assumes its IP
address in the event of a failure. The HA SSO feature is not available on the virtual wireless LAN controller
(VWLC) or 2500 series WLC.

Step 1: On the primary WLC, navigate to Wireless, and then select the desired access point. If the access point
is not listed, check the resilient WLC.

Step 2: Click the High Availability tab.

Step 3: In the Primary Controller box, enter the name and management IP address of the primary WLC.
(Example: vWLC-RemoteSites-1/ 10.4.59.58)

Step 4: In the Secondary Controller box, enter the name and management IP address of the resilient WLC, and
then click Apply. (Example: vVWLC-RemoteSites-2/ 10.4.59.59)

MONITOR ~ WIANs CONTROLLER  WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Wireless All APs > Details for AP3602-RS201

v Access Points
All APs
w Radios
802.11a/n/ac
802.11b/g/n
Dual-Band Radios Primary Controller ‘vWLC-RemO(eSites-l H10.4.59.58 ‘
Global Configuration

General l Credentials l Interfaces | High Availability I Inventory I FlexConnect I Advanced |

Name Management IP Address

Secondary Controller |[vWLC-RemoteSites-2 |[10.4.59.50 |

Adeanted Tertiary Controller | I[ |

-

Mesh

RF Profiles

AP Failover Priority

FlexConnect Groups

T (1] WXP Configure Cisco FlexConnect groups

Step 1: On the WLC, navigate to Wireless > FlexConnect Groups, and then click New.

Step 2: In the Group Name box, enter a name that will allow you to associate the group with the remote site, and
then click Apply. (Example: Remote-Site 1)

Step 3: Under Group Name, click the group you just created.

Step 4: Click Add AP, and then select Select APs from current controller.
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Step 5: In the AP Name list, choose an access point that is located at the site, and then click Add.

cisco MONITOR CONTROLLER IR 2 N S HELP EEED
Wireless FlexConnect Groups > Edit 'Remote Site 1' Apply
~ Access Points
All 4Ps General | Local Authentication | Image Upgrade | ACL Mapping | Central DHCP WLAN VLAN mapping
w Radios
802.11a/n/ac E
802,11b/a/n Group Name Remate Site 1

Dual-Band Radios

Enable AP Local Authentication? (]
Global Configuration

" Q] FlexConnect APs AAA
et Server
RF Profiles Add AP .
address
FlexConnect Groups Select APs from current contraller —
FlexConnect ACLs Type primary  ~
AP Name APedd3.file.a7s? = e
» 802.11a/n/ac e
Ethernet MAC ed:d3:fLile:a7:57 Secret
» 802.11b/g/n Confirm £
b add | cancel Shared 3
» Media Stream Secret
SR Fort
) Application visibility AP MAC Address AP Name Status Number 1812
and Control
AP4403.2734 8368 Assaciated 8 .
ountoy AP6620.5608.1b11 Associsted -]
Timers
b Netflow Server Type Address Port
b Qos UnCanfigured Unsanfigured 0
UnCanfigured Unsanfigured 0

Step 6: Repeat the previous step for every access point at the site.

Step 7: Under AAA, enter the Server IP Address for the Primary ISE server (Example: 10.4.48.41) and the
Shared Secret (Example: Secret Key), and then click Add.

Step 8: Repeat the process for the secondary ISE Server (Example: 10.4.48.42) and Shared Secret (Example:
SecretKey), click Apply, and then click Save Configuration.

MONITOR WUANs ~CONTROLLER WIRELE!
Wireless FlexConnect Groups > Edit 'Remote Site 1* Apply
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» Qos 0 el

Step 9: Repeat Procedure 23 for each remote site.
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LI =Te[1[-W 28 Enable 802.11ac using DCA on Cisco AireOS Flex Controllers

With the advent of 802.11a wave 1, 40 and 80MHz wide channels can be enabled. This can be accomplished
manually on an AP by AP basis, or can be enabled globally using Dynamic Channel Assignment (DCA). Note that
changing the default channel width for 802.11ac capable access points will require the 802.11a network to be
disabled.

1 | Tech Tip

Before enabling 802.11ac bonded channels, please review the 802.11ac section in the
introduction of this document.

Step 1: Disable the 802.11a network by navigating to Wireless > 802.11a/n/ac > Network, clearing 802.11a
Network Status, and then clicking Apply.

Kmim n | Eing | Logau

CISCO Wi ROLLER  WIRELESS  SEC YoM MER, C EEEDBACK

Wireless 802.11a Global Parameters Apply

w Access Points

Al 4Ps General Data Rates**

« Radios

802.11a/n/ac &02.11a Network Status [ enabled % Mbps Mandatory
802.11b/a/n

Dual-Band Radios

Beacon Period (millisecs) 00 3 Mbps Supparted
Fragmentation Threshald

; 12 Mbps Mandat -
Global Configuratian toytes) 2346 P andatory
» Advanced DTPC Suppart. Enabled 18 Mbps Supported v
Mesh Maximum Allowed Clisnts 200 24 Mbps Mandatory
RF Profiles RSSI Low Check [ enabled 36 Mbps Supported +
FlexConnect Groups :gfﬂl)'r“'“h”‘d (60 to -50 -80 48 Mbps Supported ~
FlexConnect 4CLs 54 Mbps Supported v
~ 802.11a/nfac 802.11a Band Status
Network CCX Location Measurement
g Low Band Enabled
: Mode [ Enabled
RF Grouping Mid Band Enabled
e High Band Enabled
DCA igh Bant nable:
Coverage
General o Dats Rate 'Mandatory’ imnplies that clients who do not support that

specific rate will not be able to associate, Data Rate ‘Supported
impiies that any associsted client that also supports that same rate
may communicate with the AF using that rate. But it is not required
that = clisnt be able to use the rates marked supported in order o

Client Roarning
Media
EDCA Parameters

DFs {802.11h} associate The actual data rates that are supported depend on the

High Throughput channel selected as different channels may have differsnt

(802.11n/ac) bandwidths, The reason is that we show data rates and allow the user

Cleanair to select the dats rates. But in reality, the AP wil pick the next lower
data rate sllowed for that channel if the chosen data rate is not

» 802.11b/g/n supported.

b Media Stream

Step 2: Navigate to Wireless > 802.11a/n/ac > RRM > DCA and select the desired Channel Width to use
(Example: 20 MHz, 40 MHz, 80 MHz). If they are available in your regulatory domain, enable Extended UNII-2
Channels, and then click Apply.
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1 | Tech Tip

Depending on your environment, it may make sense to take a phased approach to
implementing 80 MHz wide channels. Due to the number of variables discussed in
the 802.11ac section in the introduction, enabling UNII channels first, enabling 40 MHz
using DCA second and so forth may be less disruptive to your overall environment.

cisco
Wireless 802.11a > RRM > Dynamic Channel Assignment (DCA) Apply
= Access Points
All ARs Dynamic Channel Assignment Algorithm
v Radios
502.11a/n/ac Channel Assignrnent Methad @ Autarnatic Interval: 10 minutes » AnchorTime: 0 =
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EDCA Parameters 118, 132, 136, 140, 149, 153, 157, 161

DFS (802.11h)
High Throughput
(G02z.11n/ac)
Cleanair

DCA Channels

» 802.11bjg/n

b Media Stream Select Channel
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And Control 40 =
Country 44
Timers 48

b Netflow 52 i

= -
F QoS
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Step 3: Enable the 802.11a network by navigating to Wireless > 802.11a/n/ac > Network, selecting 802.11a
Network Status, clicking Apply, and then clicking Save Configuration.

CIsco MONITO TROLLER

Wireless 802.11a Global Parameters Apply

~ Access Points

All aps General Data Rates**

« Radios

802.11a/n/ac #02.11a Metwork Status Enabled & Mhps Mandatory -
802.11b/g/n
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Mesh Maximum Allowed Clients 200 24 Mbps Mandatary -
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@B
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~ 802.11a/nfac 802.11a Band Status
Network CCX Location Measurement
= Low Band Enabled
RF Grouping Mid Band Enabled Mode = ensbled
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DFS (802.11h)

(802.11n/ac) bandwidths. The reason is that we show date rates and sliow the user
Cleanair o select the data rates. But in reality, the AP will pick the next lower
data rate allowed for that channet if the chosen data rate is not
» 802.11b/g/n supported

» Media Stream

Next, verify that 802.11ac is enabled on a capable AP.

Step 4: Navigate to Wireless > Access Points > Radios > 802.11a/n/ac and notice the dynamic channel
assignment shown on the 802.11ac access point (Example: APfc99.473e.1d31). Keep in mind that the channel
selection process is run by default every 10 minutes, so you may need to wait a few minutes for the channel
selection to occur.

n | Bing | Logout| Refresh

HELP  FEEDBACK

Entries 1- 5 of §

[Change Filter] [Clear Fiter]

Clean:

Radio dmis Admin Power
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FlexConnect Groups  APead3fiiearis 1 24:01167:66124130 Enable v 165 Disable  DOWN WA 1 ternal d

FlexConnect ACLS
» 802.11a/n/ac
» 802.11b/g/n

»_Media Stream

* global assignment

1 | Tech Tip

The AP shown in the graphic above is a Cisco 3602 wireless access point with

an 802.11ac radio module (AIR-RM3000AC). This AP has an internal 802.11a radio
and with the addition of the 802.11ac radio module in the modular expansion slot, it
effectively has two 5 GHz radios. Priority is given to the internal 802.11a radio if both
radios need to transmit at the same point in time.
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1.

Follow Additional Best Practices

Globally enable Fast SSID change
2. Reduce the number of detected rogue APs

3. Enable CCKM to enable fast roaming

There are a number of best practices that, depending on the network requirements, can improve both
performance and security. This process provides optional best practices in a number of areas.

Procedure 1

(Optional)

Step 1: Navigating to Controller > General and select Enabled.

cisco

Controller

General
Inventory
Interfaces
Interface Groups
Multicast
Network Routes
» Mobility Management
Ports
» NTP

General

Name

802.3x Flow Control Mode
Broadcast Forwarding

AP Multicast Mode £

AP Fallback

Fast SSID change

Default Mobility Domain Name

RF Group Name

Globally enable Fast SSID change
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Step 2: Click Apply and Save Configuration.

Reduce the number of detected rogue APs

(Optional)

Step 1: You can globally change the minimum Receive Signal Strength Indicator (RSSI) for rogue AP detection.
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Step 2: Navigate to Security > Wireless Protection Policies > Rogue Policies > General and change the value
from -128dBm to -70dBm.

Ccisco MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Security Rogue Policies
v AAA
General Rogue Detection Security Level O Low O High O critical @® custom
v RADIUS
Authentication Rogue Location Discovery Protocol
Accounting
Fallback Expiration Timeout for Rogue AP and Rogue Client entries 1200 Seconds
DNS
» TACACS+ Validate rogue clients against AAA [Jenabled
ezt Validate rogue clients against MSE [JEnabled
Local Net Users
MAC Filtering Detect and report Ad-Hoc Networks MEnabled
Disabled Clients
User Login Policies Rogue Detection Report Interval (10 to 300 Sec)
AP Policies
o] el Rogue Detection Minimum RSSI (-70 to -128) 70]
» Local EAP Rogue Detection Transient Interval (0, 120 to 1800 Sec) D%
» Priority Order Rogue Client Threshold (0 to disable, 1 to 256) o]
» Certificate Rogue containment automatic rate selection [JEnabled

Step 3: Press Apply and Save Configuration.

Enable CCKM to enable fast roaming

(Optional)

This procedure is for data and voice WLANSs that use 802.1x/WPA2 and provide wireless services to CCX v4.0 or
CCX v5.0 clients.

Step 1: On the Security > Layer 2 tab, enable CCKM.

1 | Tech Tip

Note that CCKM may not be compatible with older wireless clients that do not support
the CCX v4.0 or v5.0 extensions. Disabling CCKM may be necessary in environments
where older wireless devices are used or where public use of wireless devices using
802.1x/WPAZ2 is a requirement.

cisco

WLANs WLANSs > Edit "Voice" < Back Apply N
- WL General | Security | QoS | Policy-Mapping | Advanced

WLANS
» Advanced Layer 2 | Layer 3 | AAA Servers |

Layer 2 Security & WPA+WPAZ -
MAC Filtering2 [

Fast Transition
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i

Protected Management Frame

I

PMF Disabled ~

WPA+WPA2 Parameters

WPA Policy (=

WPA2 Policy

WPAZ Encryption Vlags [T i
Authentication Key Management

802.1% Enable

CCKM Enab\e "
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Configuring Guest Wireless: Shared Guest Controller

—_

Configure the distribution switch

Configure the firewall DMZ interface

Configure network address translation

Configure shared guest anchor WLC security policy

Configure the dynamic routing protocol

Create the guest wireless LAN interface on the AireOS Anchor WLCs
Configure the guest wireless LAN on Cisco AireOS WLCs

Create the lobby admin user account

© 0O N O g 0N

Create guest accounts

A shared guest controller is one that is simply provides services for both guest wireless users as well as
enterprise wireless users. In this example, the WLC is connected to a LAN distribution switch which provides
Layer 2 connectivity to the Cisco Adaptive Security Appliance (ASA)-based VLAN 1128. Management of the
shared WLC is provided by the management interface already configured on the WLC.

In a shared guest controller design, the shared anchor controller is on the inside of the ASA firewall. It does not
require explicit access rules in the DMZ-based ASA to:

- Manage the shared guest controller (https, SNMP, etc.)
- Allow CAPWAP to allow APs register

- Allow DHCP requests to pass through the ASA on behalf of the wireless guest user.

In a dedicated guest controller design, a dedicated guest controller physically resides within the DMZ Internet
edge and has an explicit wireless management interface that is used to manage the dedicated WLC. This is
discussed starting in the section called Configuring Guest Wireless: Dedicated Guest Controller below.

The following procedure outlines the steps necessary to configure a shared guest controller. It assumes that the
initial setup procedure of the Campus controller has been fully completed, and that controller is operational. If
you are placing a dedicated guest anchor controller in the Internet Edge DMZ, skip this section and proceed to
the Configuring Guest Wireless: Dedicated Guest Controller section below.



Figure 14 - Shared Guest wireless anchor controller architecture
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Configure the distribution switch

The VLAN used in the following configuration examples is:

Guest Wireless—VLAN 1128, IP: 192.168.28.0/22

Step 1: On the LAN distribution switch, for Layer 2 configuration, create the guest wireless VLAN.

Vlan 1128
name dmz-guest-wlan
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Step 2: Configure the interfaces that connect to the Internet edge firewalls by adding the wireless VLAN.
Interface GigabitEthernetl/0/24
description IE-ASA5545Xa Gig0/1
!
interface GigabitEthernet2/0/24
description IE-ASA5545Xb Gig0/1
!
interface range GigabitEthernetl/0/24, GigabitEthernet2/0/24
switchport trunk allowed vlan add 1128

Step 3: Configure the interfaces that connect to the WLCs by adding the wireless VLAN.

Interface Port-channel [WLC #1 number]

description WLC-1 LAG

!

interface Port-channel [WLC #2 number]

description WLC-2 LAG

!

interface range Port-channel [WLC #1 number], Port-channel [WLC #2 number]
switchport trunk allowed vlan add 1128

Configure the firewall DMZ interface

Typically, the firewall DMZ is a portion of the network where traffic to and from other parts of the network is
tightly restricted. Organizations place network services in a DMZ for exposure to the Internet; these services are
typically not allowed to initiate connections to the inside network, except for specific circumstances.

The guest DMZ is connected to Cisco Adaptive Security Appliances (ASA) on the appliances’ internal Gigabit
Ethernet interface via a VLAN trunk. The IP address assigned to the VLAN interface on the appliance is the
default gateway for that DMZ subnet. The internal distribution switch’s VLAN interface does not have an IP
address assigned for the DMZ VLAN.

Table 17 - Cisco ASA DMZ interface information

Interface label IP address & netmask VLAN Security level Name

GigabitEthernet0/1.1128 192.168.28.1/22 1128 10 dmz-guest-wlan

Step 1: Login to the Internet edge firewall using Cisco Adaptive Security Device Manager (Cisco ASDM).
Step 2: Navigate to Configuration -> Device Setup ->Interfaces.
Step 3: On the Interface pane, click Add > Interface.

Step 4: In the Hardware Port list, choose the interface that is connected to the internal LAN distribution switch.
(Example: GigabitEthernet0/1)

Step 5: In the VLAN ID box, enter the VLAN number for the DMZ VLAN. (Example: 1128)



Step 6: In the Subinterface ID box, enter the VLAN number for the DMZ VLAN. (Example: 1128)
Step 7: Enter an Interface Name. (Example: dmz-guest-wlan)

Step 8: In the Security Level box, enter a value of 10.

Step 9: Enter the interface IP Address. (Example: 192.168.28.1)

Step 10: Enter the interface Subnet Mask, and then click OK. (Example: 255.255.252.0)

[ Add Interface @
General | dvanced | Py

Hardware Port: i

WLAM 1D
Subinterface ID: 1128

Interface Name: |dmz-guest-wlan

Security Level: |10

|| Dedicate this interface to management only
Channel Group:

Enable Interface

IP Address
(@) Use Static P () Obtain Address via DHCP () Use PPPOE

IP Address:  |1592,168.28.1

m

Subnet Mask: 255.255.252.0 -

Description: |WLC DMZ Guest WLAN trunk to DMZ Switch

CK v\’\sJ ’ Cancel ] ’ Help

Step 11: Navigate to Configuration > Device Management > High Availability > Failover.

Step 12: On the Interfaces tab, in the Standby IP address column, enter the IP address of the standby unit for

the interface you just created. (Example: 192.168.28.2)



Step 13: Select Monitored, and then click Apply.

Configuration > Device Management > High Availability and Scalability > Failover m}

Setup | Interfaces | Criteria | MAC Addresses

Define interface standby 1P addresses and monitoring status. Double-click on a standby address or click on a monitoring checkbox 1o
edit it, Press the Tab or Enter key after editing an address,

Tniterface Narme MName Active IP Address SUSEREEH Standhy 1P Address Monitored
| | | Prefix Length I I |
- GigabitEthernetd/0.300  ingide B 10.4.24,30 255,255,255.224 B} 10,4,24,29
[} GigahitEthernetD/1.1116  drnz-weh 8 192.168.16.1  255.255.255.0 8} 192.168.16.2
8 2001:db8i2:i1001 64 B} 2001:dbg:ai1n2
Gigabwt&ﬁernemﬂ.nn dmz-ernail B 192168171 2552552550 ) 192,168.17.2
--GigabitEthernetd/1.1118  drz-drivpn 255.255.255.0 ) 192.168.18.2
GigabitEthernetl/1, drnz-migrmit-v £ 192,168.19.1 5! 192,168
--GigabitEthernetd/1.1123  dmz-ranagement 8 192,168,231 B} 192.168.23.2
- GigabitEthernetd/1.1128  dmz-guest-wlan 8 102168281 255,255.252.0 =) 102.168.28.2
[} GigabitEthernet0/3.16  outside-16 8 172.16.130.124 255.255.255.0 8} 172,16,130.123
8 2001:db8ial 64 B} 2001:db8a:2
- GigabitEthernet/3.17  outside-17 B 17217130124 255.255.255.0 ) 172,17.130.123

Step 14: At the bottom of the window, click Apply. This saves the configuration.

Configure network address translation

The DMZ network uses private network (RFC 1918) addressing that is not Internet-routable, so the firewall must
translate the DMZ address of the guest clients to an outside public address. In this design, the outside-16
address would normally be a globally unique and Internet-routable address provided by the Internet service
provider (ISP). In these examples, the outside-16 and outside-17 address space is non-routable RFC 1918
space. Two ISPs are represented with distinct address space, as shown in Table 18.

Figure 15 - Dual ISP topology
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Table 18 - Wireless guest address mapping

Wireless LAN guest users ISP-provided globally unique IP address space ISP name
192.168.28.0/22 172.16.130.124 (outside-16) ISP A
172.17.130.124 (outside-17) ISP B

NAT configuration varies depending on whether a single or dual ISP configuration is used. Most of the
configuration is common to both designs, although there are some additional steps for configuring both outside
interfaces in the dual ISP design.

Step 1: Navigate to Configuration > Firewall > Objects > Network Objects/Groups.

Step 2: Click Add > Network Object.

Step 3: In the Name box, enter a description for the address translation. (Example: dmz-guests-network-1SPa,
dmz-guests-network-ISPb)

Step 4: In the Type list, select Network.

Step 5: In the IP Address box, enter the address that summarizes all DMZ Guest networks. (Example:
192.168.28.0)

Step 6: In the Netmask box, enter the internal summary netmask. (Example: 255.255.252.0)
Step 7: Click the two down arrows. The NAT pane expands.
Step 8: Select Add Automatic Address Translation Rules.

Step 9: In the Type list, select Dynamic PAT (Hide).



Step 10: In the Translated Addr box, enter the name of the primary Internet connection interface, and then click
OK. (Example: outside-16, outside-17)

) Edit Network Object =
Name: dmz-guests-network-15Pa
Type: jNetwurk Vj
IF Yersion: @Fvd  (IIFve
IF Address: 192.168.28.0
Metmask: 255.255.252.0 hd
Description: DMZ outside PAT address for ISPa

NAT kS

Add Automatic Address Translation Rules
Type: :Dynamic PAT (Hide) v:
Translated Addr: |outside-16 E]
lge one-to-ane address franslation
PAT Pool Translated Address:
Raound Robin
Extend PAT uniqueness to per destination instead of per interface
Translate TCF and UDP ports into flat range 1024-65535 Include range 1-1023
Fall through to interface PAT (dest intf): | dmz-dmyvpn -

] Use IPvs for interface PAT

’ (014 ] ’ Caricel ] [ Help

Step 11: On the Network Objects/Groups pane, click Apply.

Step 12: If you are using a single ISP design, continue to Procedure 5 “Create network objects”.



If you are using the dual ISP design, repeat Step 1-Step 11 for the resilient Internet connection, using the correct
input for the alternate Internet connection. (Example: dmz-guests-network-ISPa, outside-17)

[ Add Network Object 5
Name: dmz-guests-network-1SPb
Type: jNetwurk Vj
IF Yersion: @Fvd  (IIFve
IF Address: 192.168.28.0
Metmask: 255.255.252.0 hd
Description: DMZ outside PAT address for ISPh

NAT k

Add Automatic Address Translation Rules
Type: :Dynamic PAT (Hide) v:
Translated Addr: | outside-17| E]
lge one-to-ane address franslation
PAT Pool Translated Address:
Raound Robin
Extend PAT uniqueness to per destination instead of per interface
Translate TCF and UDP ports into flat range 1024-65535 Include range 1-1023
Fall through to interface PAT (dest intf): | dmz-dmyvpn -

] Use IPvs for interface PAT

’ (014 ] ’ Caricel ] [ Help

Step 13: In the Add Network Object dialog box, click OK.

Configure shared guest anchor WLC security policy

In a shared guest anchor controller configuration, the WLC is providing two services, the first of which is
providing CAPWAP services directly to the access points. In addition to this, the WLC is providing guest services
to the wireless users. As such, the shared guest WLC has an interface that connects directly to the DMZ
network.

In this procedure, the access policy for the guest wireless hosts are applied to allow outbound traffic to the
Internet. The policy will also restrict all internal access, with a few exceptions such as DNS, DHCP, and HTTP/
HTTPS for DMZ web services such as walled gardens.

Step 1: On the Internet edge ASA appliance, navigate to Configuration > Firewall > Access Rules.



Table 19 - Guest network policy rules (shared guest controller)

Interface

Action

Source

Destination

Service

Description

Logging
Enable / Level

Any

permit

dmz-guest-wlan-network

internal-dns

tcp/domain,
udp/domain

Allow guest
wireless users
to resolve DNS
names.

Yes / Default

Any

permit

dmz-guest-wlan-network

internal-dhcp

udp/bootps

Allow wireless
guest users to
obtain/renew an
IP address from
the internal DHCP
server

Yes / Default

Any

permit

dmz-guest-wlan-network

dmz-web-network

tcp/http, tcp/
https

Allow wireless
guest users
access to DMZ

based webservers,

possibly for walled
garden access

Yes [ Default

Any

deny

dmz-guest-wlan-network

dmz-networks,
internal-network

Deny traffic from
the wireless guest
network to the
internal and DMZ
resources

Yes [ Default

Any

permit

dmz-guest-wlan-network/22

Any

Allow wireless
DMZ users access
to the Internet

Yes / Default

Step 2: Repeat Step 3 through Step 11 for all rules listed in Table 19.

i

Tech Tip

Step 3 is important for keeping the rules in the correct order.

Step 3: Click the rule that denies traffic from the DMZ toward other networks.

o2 dmz-networks any B ip % Deny
O L P I 2 =TS =T
Caution

Be sure to perform this step for every rule listed in Table 19. Inserting the rules above
the DMZ-to-any rule keeps the added rules in the same order as listed, which is
essential for the proper execution of the security policy.

Step 4: Click Add > Insert.

Step 5: For Interface, select the interface listed in Table 19. (For example: Any)

Deployment Details

August 2014 Series




Step 6: For Action, select the action listed in Table 19. (For example: permit)

Step 7: For Source, select the source listed in Table 19. (For example: dmz-guest-wlan-network)
Step 8: For Destination, select the destination listed in Table 19. (For example: internal-dns)
Step 9: For Service, enter the service listed in Table 19. (For example: tcp/domain, udp/domain)
Step 10: Enter a description. (The table text is a sample.)

Step 11: Configure Logging according to the settings in Table 19, and then click OK.

Step 12: After adding all of the rules in Table 19, in the order listed, click Apply on the Access Rules pane.

M
y
B

2 dmz-guest-wian-network,/22 = internal-dns 1 dormain  Fermit o Allow Guest Wireless users to resolve DNS names.
we- dormain

2Fs dmz-guest-wian-netwark/22 & internal-dhop wer- bootps + Permit 1) Allow wireless guest users to obtainfrenew an IP address from the internal DHCP server
& dmz-guest-wlan-network/22 a8 drmz-web-neti 1 http  Permit 0 &llow wireless guest Users acress o DMZ based webservers, passibly for walled garden access
= hitps
fh drz-guest-wian-network/22 =8 dmz-netwaorks g @ Deny 1) Deny traffic from the wireless guest network to the internal and dmz resources
58 internal-network
@ any « Permit il Allows Wireless DMZ users access to the Internet
< any4 p % Deny e D any other networl

o
E
® A=

=

&l dmz-guest-wlan-network/22
o dmz-ne

Configure the dynamic routing protocol

Perform this procedure if your installation uses EIGRP as the campus-based IGP.

You can use a dynamic routing protocol in order to easily configure reachability between networks connected
to the appliance and those that are internal to the organization. The steps below allow the advertisement of the
dmz-guests-network to the rest of the campus network using EIGRP.

Step 1: Navigate to Configuration > Device Setup > Routing > EIGRP > Setup.

Step 2: On the Networks tab, click Add.

Step 3: In the Add EIGRP Network dialog box, in the IP Address box, enter the network address for the dmz-
guests-network created above. (Example: 192.168.28.0)

Step 4: In the Netmask box, enter the /22 netmask for the dmz-guests-network created previously, and then
click OK. (Example: 255.255.252.0)

[5 Edit EIGRP Network =

EIGRP &5: | 100 -
IF address: |192.168.28.0)

Metmask:  |2595.255.252.0 -

(84 M [ Cancel l [ Help

Step 5: In the Setup pane, click Apply.



Create the guest wireless LAN interface on the AireOS Anchor WLCs

The guest wireless interface is connected to the DMZ of the Cisco ASA 5500 Series Adaptive Security
Appliances. This allows guest wireless traffic only to and from the Internet. All traffic, regardless of the controller
that the guest initially connects to, is tunneled to the guest WLC and leaves the controller on this interface. To
easily identify the guest wireless devices on the network, use an IP address range for these clients that is not
part of your organization’s regular network. This procedure adds an interface that allows devices on the guest
wireless network to communicate with the Internet.

Step 1: On the Anchor Controller (Cisco ASA 5500 or Cisco 2504 Series Wireless Controller) located in the
Internet edge DMZ, navigate to Controller>Interfaces, and then click New.

Step 2: Enter the Interface Name. (Example: Wireless-Guest)

Step 3: Enter the VLAN Id, and then click Apply. (Example: 1128)

Saye Configuration Ping Logout Refresh
dlfbat i,

CISCO MONITOR WILANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Controller Interfaces > New < Back Apply |

General Interface Name  Wireless- Guast

sy VLAN Id 1128
Interfaces

Interface Groups

Multicast

Network Routes

-

Mobility Management
Ports

F NTP

» CDP

b IPVG

¥ mDNS

» Advanced

Step 4: In the IP Address box, enter the IP address you want to assign to the WLC interface. (Example:
192.168.28.5)

Step 5: Enter the Netmask. (Example: 255.255.252.0)

Step 6: In the Gateway box, enter the IP address of the firewall’s DMZ interface, defined in Procedure 2.
(Example: 192.168.28.1)
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Step 7: In the Primary DHCP Server box, enter the IP address of your organization’s DHCP server, and then
click Apply. (Example: 10.4.48.10)

cisco

Controller

General
Inventory
Interfaces
Interface Groups
Multicast
Network Routes

v v

Ports
NTP
CcbpP
IPv6

Advanced

Internal DHCP Server
Mobility Management

MONITOR ~ WILANsS OLLER  WIRELESS

Interfaces > Edit

General Information

SECURITY

Interface Name wireless-guest

MAC Address 88:43:e1:7er1l:cf

Configuration

Guest Lan B
Quarantine |}

Quarantine Vlan Id

Physical Information

The interface is attached to a LAG.

Enable Dynamic AP Management [7]

Interface Address

1128

Save Configuration  Ping

MANAGEMENT

VLAN Identifier
1P Address 192.168.28.5
Netmask 255.255.252.0
Gateway 192.168.28.1
DHCP Information
Primary DHCP Server 10.4.48.10
Secondary DHCP Server
Access Control List
ACL Name nene ¥

Note: Changing the Interface parameters causes the WLANS to be
temporarily disabled and thus may resuit in loss of connectivity for

some clients.

MMANDS ~ HELP

< Back

Logout Refresh

FEEDBACK

Apply

1 | Tech Tip

scopes.

To prevent DHCP from assigning addresses to wireless clients that conflict with the
WLC’s addresses, exclude the addresses you assign to the WLC interfaces from DHCP
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Configure the guest wireless LAN on Cisco AireOS WLCs

Step 1: On the WLANS page, in the list, choose Create New, and then click Go.

Saye Configuration Ping Logout Refresh
alvaln e Config Bing  Logout R

cIsco MONITOR CONTROLLER ~ WIRELESS ~SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANSs WLANSs Entries 1-20f 2
- WLANS Current Filter:  None [Change Filter] [Clear Filter] Create New = GS
WLANS
» Advanced
D WLAN Admin
D Type Profile Name WLAN SSID Status  Security Policies
M1 WLAN WLAN-Data WLAN-Data Enabled  [WPA2][Auth(802.1)]
o2 WLAN Voice WLAN-Voice Enabled  [WPA2][Auth(802.1X)]

Step 2: Enter the Profile Name. (Example: Guest)

Step 3: In the SSID box, enter the guest WLAN name, and then click Apply. (Example: Guest)

Save Configuration Ping Logout Refresh
alvaln e Config Bing  Logout R

cisco MONITOR ~ WLANs CONTROLLER WIRELESS SECURITY ~MANAGEMENT COMMANDS HELP  FEEDBACK
WLANs WLANSs > New < Back Apply
v WLANS Type WL
WLANS
Profile Name Guest
» Advanced
SSID Guest
D I
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Step 4: On the General tab, in the Interface/Interface Group(G) list, choose the interface created in Procedure
6. (Example: wireless-guest)

aliali, Save Configuration  Ping  Logout Refresh
CcISsco MONITOR ~WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANSs > Edit "Guest' < Back Apply
= PR General | Security | Qos | Advanced |
WLANs
L Rovenced Profile Name Guest
Type WLAN
SSID. Guest
Status Enabled
Security Policies [WPA2][Auth(802.1X)]

(Modifications done under security tab will appear after applying the changes.)

Radio Policy Al -
Interface/Interface “wireless-guest =
Group(G) wireless-guest =

Multicast Vlan Feature | Enabled

Broadcast 551D Enabled

Foot Notes

1 Web Policy cannot be used in combinstion with IPsec

2 H-REAP Local Switching is not supported with IPsec, CRANITE authentication

5 When client exclusion is enabled, a Timeout Value of zero means infinity (will require sdministrative override to reset excluded clients)
4 Client MFP is not active unless WPA2 is confiqured

5 Learn Client IP is configurable only when HREAP Local Switching is enabled

& WMM and epen or AES security should be enabled to support higher 11n rates

7 Muiticast Should Be Enabled For IPVS.

& Band Select is configurable only when Radio Folicy is set to All"

9 Value zero implies there is no restriction on maximum clients aliowed.

10 MAC Filtering is not supported with HREAP Local authentication

11 MAC Filtering should be enabied.

12 Guest tunneling, Local switching, DHCP Required should be disabled.

13 Max-sssociated-clients feature is not supported with HREAP Local Authentication.

Step 5: Click the Security tab, and then on the Layer 2 tab, in the Layer 2 Security list, choose None.

alvaln Saye Configuration  Ping  Logout Refresh
CcISco MONITOR WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANSs > Edit "Guest’ < Back Apply
- WLANS [ General | security | Qos | Advanced |
WLANS
3 Advanced Layer2 | Layer3 | AAAServers |
Layer 2 Security 2 None -

[] 48MAC Filtering

Foot Notes
1 Web Policy cannot be used in combination with IPsec

2 H-REAP Local Switching is not supported with IPsec, CRANITE authentication

3 When client exclusion is enabled, a Timeout Value of zere means infinity (will require administrative override to reset excluded clients)
4 Client MFP is not active unless WPA2 is configured

5 Learn Client IP is configurable only when HREAP Local Switching is enabled

& WMM and open or AES security should be ensbled to suppart higher 11n rates

7 Multicast Should Be Enabled For 1PV,

& Band Select is configurable only when Radio Policy is set to 'All"

9 Valus zero implies there is no restriction on maximum clients silowed,

10 MAC Filtering is not supperted with HREAP Local authentication

11 MAC Filtering should be enabled.

12 Guest tunneling, Local switching, DHCP Required shouid be dissbled.

15 Max-associated-clients feature is not supported with HREAP Local Authentieation.
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Step 6: On the Layer 3 tab, select Web Policy, and then click OK.

CIsCo

WLANSs

A WLANSs
WLANS

» Advanced

Save Configuration ~ Ping  Logout Refresh
MONITOR  WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

WLANSs > Edit "Guest' < Back

Apply

General ‘I Security I’FT Advanced ]

Layer 2 ] Layer 3 |' AAA Servers ]

Layer 3 Seeurity None =

Web Policy

Authentication

) passthrough

) Conditional web Redirect
) Splash Page Web Redirect
) On MAC Filter failurel2

Preauthentication ACL Nene ~

Over-ride Global Config || Enable

Foot Notes

1 Web Policy eannot be used in combination with IPsec

2 H-REAP Local Switching is not supported with IPsec, CRANITE suthentication

3 When elient exclusion is enabled, a Timeout Value of zero means infinity (will require administrative override to reset excluded clients)
4 Client MFP is not active unless WPA2 is configured

5 Learn Client IP is configurable only when HREAP Local Switching is enabled

& WMM and open or AES security should be enabled to support higher 11n rates

7 Multieast Should Be Enabled For IPVS.

& Band Select is configurable cnly when Radio Policy is set te 'All'

9 Vslue zero implies there is no restriction on maximum clients aliowed.

10 MAC Filtering is not supported with HREAP Local authentication

11 MAC Filtering should be enabled.

12 Guest tunneling, Local switching, DHCP Required should be disabled.

13 Max-associsted-ciients feature is not supported with HREAP Local Authentication.

Step 7: On the QoS tab, in the Quality of Service (QoS) list, choose Bronze (background), and then click Apply.

cisco

WLANs

- WLANs
WLANS

13 Advanced

Saye Configuration ~ Ping  Logout Refresh
MONITOR ~ WIANs CONTROLLER WIRELESS SECURITY ~MANAGEMENT COMMANDS HELP FEEDBACK

WLANSs > Edit "Guest' < Back

Apply

General | Security ‘IK[ Advanced |

Quality of Service (QoS)  Branze (background)
wrM

WMM Policy “allowed v

7920 AP CAC [ Enabled

7920 Client CAC [ Enabled
Foot Notes

1 Web Policy cannot be used in combination with IPsec

2 H-REAP Local Switching is not supported with IPses, CRANITE authentication

3 When client exclusion is enabled, a Timeout Value of zero means infinity (will require administrative override to reset excluded clisnts)
4 Client MFP is not active unless WPAZ is configured

5 Learn Client IP is configurable only when HREAP Local Switching is enabled

& WMM and open or AES security should be enabled to suppart higher 11n rates

7 Multicast Should Be Enabled For IPVS.

& Band Select is configurable only when Radio Policy is set to 'All"

9 Value zere implies there is no restriction on maximum clients allowed,

10 MAC Filtering is not supperted with HREAP Local authentication

11 MAC Filtering should be enabied.

12 Guest tunneling, Local switching, DHCP Required should be disabled.

15 Max-sssocisted-ciients feature is not supported with HREAP Locsl Authentication.
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Step 8: On the General tab, to the right of Status, select Enabled, and then click Apply.

Save Configuration ~ Ping  Logout Refresh

CISCO MONITOR  WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANSs > Edit 'Guest' < Back Apply
- WLANS General | Security | QoS | Advanced |
WLANS

' 2ovnced Profile Name Guest
Type WLAN
ssID Guest
Status Enabled
Security Policies [WPA2][Auth(802.1X)]

(Modifications done under security tab will appear after applying the changes.)

Radio Policy Al -
Interface/Interface .
Group(G) management v

Multicast Vlan Feature "] Enabled

Broadcast SSID Enabled

Foot Notes
2 H-REAP Local Switching is not supported with IPsec, CRANITE authentication

3 When client exclusion is enabled, a Timeout Value of zero means infinity (will require administrative override to reset excluded clisnts)
4 Client MFP is not active unless WPAZ is configured

5 Learn Client IP is configurable only when HREAP Local Switching is enabled

& WMM and open or AES security should be enabled to suppart higher 11n rates

7 Multicast Should Be Enabled For IPVS.

& Band Select is configurable only when Radio Policy is set to 'All"

9 Value zere implies there is no restriction on maximum clients allowed,

10 MAC Filtering is not supperted with HREAP Local authentication

11 MAC Filtering should be enabied.

12 Guest tunneling, Local switching, DHCP Required should be disabled.

15 Max-sssocisted-ciients feature is not supported with HREAP Locsl Authentication.

Create the lobby admin user account

Typically, the lobby administrator is the first person to interact with your corporate guests. The lobby administrator
can create individual guest user accounts and passwords that last from one to several days, depending upon the
length of stay for each guest.

Step 1: In Management > Local Management Users, click New.

Step 2: Enter the username. (Example: Guest-Admin)

Step 3: Enter and confirm the password. (Example: C1sco123)
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Step 4: In the User Access Mode list, choose LobbyAdmin, and then click Apply.

Save Configuration ~ Ping  Logout Refresh

CcISCO MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Management Local Management Users > New < Back _ moly |
Summary User Name Guest-Admin
» SNMP
Password P
HTTP-HTTPS Confirm Password P
Telnet-SSH User sccess Mode LobbyAdmin ~
Serial Port

Local Management
Users

User Sessions
¥ Logs

Mgmt Via Wireless
» Software Activation

» Tech Support

Create guest accounts

Now you can use the lobby administrator account to create usernames and passwords for partners, customers,
and anyone else who is not normally granted access to your network.

Step 1: Using a web browser, open the WLC’s web interface (Example: https://wlc-1.cisco.local/), and then log
in using your LobbyAdmin account with the username Guest-Admin and password C1sco123.

Step 2: From the Lobby Ambassador Guest Management page, click New.

cisco Lobby Ambassador Guest Management Logout | Refresh | Help

Guest Management Guest Users List wcw

User Name WLAN SSID Account Remaining Time Description

Step 3: Create a new username and password, or allow the system to create a password automatically by
selecting Generate Password.

cisco Lobby Ambassador Guest Management Logout | Refresh | Help
Guest Management Guest Users List > New < Back Apply
Generate Password
password
Confirm Password
Lifetime FESY| Message from webpage
Guest User Role O A The generated password For this user is BiNCS4yY
WLAN SSID [any wiany
Description
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Step 4: Click Apply. The new user name and password are created.

With a wireless client, you can now test connectivity to the guest WLAN. Without any security enabled, you
should receive an IP address, and after opening a web browser, you should be redirected to a web page to enter
a username and password for Internet access, which will be available to a guest user for 24 hours.

Configuring Guest Wireless: Dedicated Guest Controller

—

Configure the DMZ switch connection to the Guest Anchor controller
Configure the firewall’s DMZ interfaces for the Guest Anchor controller
Configure NAT

Configure Cisco ASA routing for dual-ISP environments

Create network objects

Configure dedicated guest anchor WLC security policy

Configure guest network security policy

Configure the DMZ WLC

© O N O TN

Configure the time zone

10.Configure SNMP

11. Limit which networks can manage the WLC
12. Configure management authentication
13.Create the guest wireless LAN interface

14.Configure the guest WLAN on the AireOS Anchor Controllers

15.Configure anchor controller mobility group peers
16.Configure Cisco IOS-XE mobility groups

17. Create the lobby admin user account
18.Configure the internal WLCs for a guest

19.Create guest accounts

In a dedicated wireless guest controller design, the guest anchor controller (for instance, a Cisco 2504 or 5508
Series Wireless Controller) physically resides within the DMZ in the Internet edge. Unlike the shared design
discussed previously, the DMZ-based switch has both a Guest Wireless and Wireless Management VLAN that is
configured on the DMZ switch and Cisco ASA firewall.

In a dedicated guest controller design, the dedicated anchor controller is connected to the DMZ interface of the
Cisco ASA firewall. It therefore requires explicit access rules in the DMZ-based ASA appliance to do the following:

- Manage the shared guest controller (https, SNMP, etc.)

- Enable CAPWAP in order to allow reachability between anchor and foreign anchor controllers when new
mobility is configured

- Enable EolP (Ethernet over IP) in order to allow reachability between Cisco AireOS-based anchor and
foreign anchor controllers

- Allow DHCP requests to pass through the Cisco ASA appliance on behalf of the wireless guest user
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In this design, the dedicated anchor controller is either a Cisco AireOS-based 2504 or 5508 Series WLC. For
an AireOS controller to provide anchor guest services to a Cisco I0S-XE controller (Cisco 5760 Series Wireless
LAN Controller) as described in this guide, the AireOS controller must have the Enable New Mobility (Converged
Access) feature enabled. Once enabled, the WLC will use CAPWAP to communicate with other controllers
configured within a common mobility group. This mandates that the other AireOS controllers also have the
Enable New Mobility (Converged Access) enabled.

When the New Mobility feature is enabled on a Cisco AireOS HA SSO Pair, the HA SSO convergence time is
negatively affected. For this reason, this guide deploys a dedicated pair of Cisco 2504 WLC using N+1 with New
Mobility (Converged Access) enabled. These WLCs provide anchor guest services with the Cisco 5760 Series
WLC foreign anchor controllers within the data center-based VSS Services block. The following illustration
describes the guest anchor peering being used in this guide.

Figure 16 - Dedicated Guest wireless anchor controller architecture

; D

Internet Edge

e

. Bl e= |
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oo

Guest Anchor
Controller(s)
\_ HA or N+1 )
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Configure the DMZ switch connection to the Guest Anchor controller

The VLANSs used in the following configuration examples are:

Guest wireless—VLAN 1128, IP: 192.168.28.0/22

- Wireless management=VLAN 1119, IP: 192.168.19.0/24

Step 1:

Step 2:

Step 3:

On the DMZ switch, create the wireless VLANS.

vlan 1119
name dmz-mgmt-wlan
vlan 1128

name dmz-guest-wlan

Configure the interfaces that connect to the Internet firewalls as trunk ports and add the wireless VLANS.

interface GigabitEthernetl/0/24

description IE-ASA5545a Gig0/1

!

interface GigabitEthernet2/0/24

description IE-ASA5545b Gig0/1

!

interface range GigabitEthernetl/0/24, GigabitEthernet2/0/24
switchport trunk encapsulation dotlg
switchport trunk allowed vlan add 1119, 1128
switchport mode trunk

switchport nonegotiate

macro apply EgressQoS

logging event link-status

logging event trunk-status

no shutdown

Connect the WLC EtherChannel uplinks to separate devices in the DMZ stack, and then configure two or

more physical interfaces to be members of the EtherChannel. It is best if they are added in multiples of two.

This deployment uses Layer 2 EtherChannels in order to connect the WLCs to the DMZ switch. On the DMZ
switch, the physical interfaces that are members of a Layer 2 EtherChannel are configured prior to configuring
the logical port-channel interface. Doing the configuration in this order allows for minimal configuration because
most of the commands entered to a port-channel interface are copied to its members’ interfaces and do not
require manual replication.

Interface range GigabitEthernetl/0/13, GigabitEthernet2/0/13
description DMZ-WLC-Guest-1

!

Interface range GigabitEthernet 1/0/14,GigabitEthernet 2/0/14
description DMZ-WLC-Guest-2

!

interface range GigabitEthernet 1/0/13, GigabitEthernet 2/0/13
channel-group 12 mode on

macro apply EgressQoS

logging event link-status
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logging event trunk-status

logging event bundle-status
interface range GigabitEthernet 1/0/14, GigabitEthernet 2/0/14
channel-group 13 mode on

macro apply EgressQoS

logging event link-status

logging event trunk-status

logging event bundle-status

Step 4: Configure trunks.

An 802.1Q trunk is used for the connection to the WLC, which allows the firewall to provide the Layer 3 services
to all the VLANSs defined on the access layer switch. The VLANSs allowed on the trunk are reduced to only the
VLANS that are active on the WLC.

interface Port-channell2
description DMZ-WLC-Guest-1

switchport trunk encapsulation dotlqg

switchport trunk allowed vlan 1119,1128
switchport mode trunk

switchport nonegotiate

logging event link-status

no shutdown

interface Port-channell3
description DMZ-WLC-Guest-2

switchport trunk encapsulation dotlg

switchport trunk allowed vlan 1119,1128
switchport mode trunk

switchport nonegotiate

logging event link-status

no shutdown

Configure the firewall’s DMZ interfaces for the Guest Anchor controller

Typically, the firewall DMZ is a portion of the network where traffic to and from other parts of the network is
tightly restricted. Organizations place network services in a DMZ for exposure to the Internet; these services are
typically not allowed to initiate connections to the inside network, except for specific circumstances.

The various DMZ networks are connected to Cisco ASA on the appliances’ Gigabit Ethernet interface via a
VLAN trunk. The IP address assigned to the VLAN interface on the appliance is the default gateway for that DMZ
subnet. The DMZ switch’s VLAN interface does not have an IP address assigned for the DMZ VLAN.

Table 20 - Cisco ASA DMZ interface information

Interface label IP address/netmask VLAN Security level Name
GigabitEthernet0/1.1119 192.168.19.1/24 1119 50 dmz-mgmt-wlan
GigabitEthernet0/1.1128 192.168.28.1/22 1128 10 dmz-guest-wlan
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Step 1: Using a browser, access the Cisco ASA GUI. (Example: https://10.4.24.30)

Step 2: Navigate to Configuration > Device Setup > Interfaces, and then click the interface that is connected to
the DMZ switch. (Example: GigabitEthernet0/1).

Step 3: Click Edit, select Enable Interface, and then click OK.

Edit Interface @

;Genera|§| Advanced | IPV5|

Hardware Part:  GigabitEtbernetd)1 [ Configure Hardware Properties. .

Interface Name:
Securiby Lewel:
[7] Dedicate this interface ko management only

Channel Group:

Enable Interface

IP Address
(@) Use Skatic IP () Obtain Address via DHCP () Use PPPoE

IP Address:

Subnet Mask: |255.0.0.0 -

Description:

a4 ]l Cancel l[ Help

Step 4: On the Interface pane, click Add > Interface.

Step 5: In the Add Interface dialog box, in the Hardware Port list, choose the interface configured in Step 2.
(Example: GigabitEthernet0/1)

Step 6: In the VLAN ID box, enter the VLAN number for the DMZ VLAN. (Example: 1119)
Step 7: In the Subinterface ID box, enter the VLAN number for the DMZ VLAN. (Example: 1119)

Step 8: Enter an Interface Name. (Example: dmz-mgmt-wlan)
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Step 9: In the Security Level box, enter a value of 50.
Step 10: In the IP Address box, enter an interface IP address. (Example: 192.168.19.1)

Step 11: In the Subnet Mask box, enter the interface subnet mask (Example: 255.255.255.0) and then click OK.

(5 Add Interface

General | dvanced | Py

Hardware Port; :GigahitEtherneiﬂfl v:

2 |

WLAM 1D 1119

Subinterface ID: 1119

Interface Name: |dmz-magmt-wlan

Security Level: |50

|| Dedicate this interface to management only
Channel Group:

Enable Interface

IP Address
(@) Use Static P () Obtain Address via DHCP () Use PPPOE

IP Address:  |1592,168.19.1 m

Subnet Mask: 255.255.255.0 - =

Description: |WLC DMZ Managment Interface to DMZ Switch

CK %7] ’ Cancel ] ’ Help

Step 12: On the Interface pane, click Apply.
Step 13: Navigate to Configuration > Device Management > High Availability and Scalability > Failover.

Step 14: On the Interfaces tab, in the Standby IP address column, enter the IP address of the standby unit for
the interface you just created. (Example: 192.168.19.2)
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Step 15: Select Monitored, and then click Apply.

Configuration > Device Management > High Availability and Scalability > Failover m}

Setup | Interfaces | Criteria | MAC Addresses

Define interface standby 1P addresses and monitoring status. Double-click on a standby address or click on a monitoring checkbox 1o
edit it, Press the Tab or Enter key after editing an address,

Tniterface Narme MName

- GigabitEthernetd/0,300 inside
= GigabitEthernetf1.1116  dmz-weh

Gigab\t&herneﬂjfl.lll? drnz-email
--GigabitEthernetd/1.1118  drz-drivpn
GigabitEthernet0/1, drnz-mgmt-w
--GigabitEthernetd/1.1123  dmz-ranagement
- GigabitEthernetd/1.1128  dmz-guest-wlan
=} GigabitEthernet0/3.16  outside-16

Active IP Address

B, 10.4.24.30

5} 192.168.16.1

8 2001:0bsia:1il

B 192.168.17.1
B} 192.168.18.1
El 19,1
B} 192.168.23.1
B 192.168.28.1
B} 172.16.130.124

255,255,255.224 5} 10.4.24,29

Subnet Magk/
Prefix Length

Standhy 1P Address Monitored
255,255.255.0 B} 192.168.16.2

64 5 2001:db8:a:1::2
233.253,255.0 8 192.168.17.2
252,235.255.0 B} 192.168.18.2

B! 192,168

) 192.168.23.2
233.253.252.0 8 192,168.28.2
255,255.255.0 B} 172.16.130.123

5 2001:dbS:a:1 64 5} 2001:db8:a::2
- GigabitEthernetd 3,17 outside-17 8, 172,17.130.124  255.255.255.0 8 172,17.130.123

= HHHHHH M=

Step 16: Repeat Step 4 through Step 15 for the dmz-guest-wlan interface.

Step 17: At the bottom of the window, click the Save to Flash icon. This saves the active configuration.

Configure NAT

The DMZ network uses private network (RFC 1918) addressing that is not Internet-routable, so the firewall must
translate the DMZ address of the guest clients to an outside public address. In this example, the outside-16
address would normally be a globally unique and Internet-routable address provided by the ISP. In these
examples, the outside-16 and outside-17 address space is non-routable RFC 1918 space. Two ISPs are
represented with distinct address space, as shown in Table 21.
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Figure 17 - Dual ISP topology
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Table 21 - Wireless guest address mapping

ISP-provided globally unique IP Service provider
Wireless LAN guest users address space name
192.168.28.0/22 172.16.130.124 (outside-16) ISP A

172.17.130.124 (outside-17) ISP B

NAT configuration varies depending on whether a single- or dual-ISP configuration is used. Most of the
configuration is common to both designs, although there are some additional steps for configuring both outside
interfaces in the dual ISP design.

Step 1: Navigate to Configuration > Firewall > Objects > Network Objects/Groups.

Step 2: Click Add > Network Object.
The Add Network Object dialog box appears.

Step 3: In the Name box, enter a description for the address translation. (Example: dmz-guests-network-ISPa,
dmz-guests-network-ISPb)

Step 4: In the Type list, select Network.

Step 5: In the IP Address box, enter the address that summarizes all DMZ Guest networks. (Example:
192.168.28.0)

Step 6: In the Netmask box, enter the internal summary netmask. (Example: 255.255.252.0)
Step 7: Click the two down arrows. The NAT pane expands.

Step 8: Select Add Automatic Address Translation Rules.
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Step 9: In the Type list, select Dynamic PAT (Hide).

Step 10: In the Translated Addr box, enter the name of the primary Internet connection interface, and then click
OK. (Example: outside-16, outside-17)

[T Edit Network Object ]
Marne: dimz-guests-netwark-15Pa
Type: :Netwnrk v:
IF Yersion: @ Pva ()IPvE
IP Address: 192,158.28.0
Metmask: 255,255.252.0 -
Description: DMZ outside PAT address for ISPa

NAT S

Add Autormatic Address Translation Rules
Type: iDynamic PAT (Hide) vi
Translated Addr: |outside-16 E]
Lise one-to-one address franslation
F&T Pool Translated Address:
Round Robin
Extend PAT uniqueness to per destination instead of per interface
Translate TCF and UDP ports into flat range 1024-65535 Include range 1-1023
Fall through to interface PAT (dest intf): | dmz-dmvpn hd

[ ] Use 1Pv6 for interface PAT

[ CK ] [ Cancel l [ Help

Step 11: On the Network Objects/Groups pane, click Apply.

Step 12: If you are using a single ISP design, continue to Procedure 5, “Create network objects”.
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If you are using the dual ISP design, repeat Step 1 through Step 11 for the resilient Internet connection, using the
correct input for the alternate Internet connection. (Example: dmz-guests-network-ISPa, outside-17)

[ Add Network Object 5
Name: dmz-guests-network-1SPb
Type: jNetwurk Vj
IF Yersion: @Fvd  (IIFve
IF Address: 192.168.28.0
Metmask: 255.255.252.0 hd
Description: DMZ outside PAT address for ISPh

NAT k

Add Automatic Address Translation Rules
Type: :Dynamic PAT (Hide) v:
Translated Addr: | outside-17| E]
lge one-to-ane address franslation
PAT Pool Translated Address:
Raound Robin
Extend PAT uniqueness to per destination instead of per interface
Translate TCF and UDP ports into flat range 1024-65535 Include range 1-1023
Fall through to interface PAT (dest intf): | dmz-dmyvpn -

] Use IPvs for interface PAT

’ (014 ] ’ Caricel ] [ Help

Step 13: In the Add Network Object dialog box, click OK.

Configure Cisco ASA routing for dual-ISP environments

If you have two ISPs that have each provided a NetBlock of routable address space to your organization,
complete the following steps. However, if you have a single Internet connection, skip this step and proceed to
Procedure 5, “Create network objects”.

This procedure implements a static route for the resilient Internet connection that becomes active when
reachability to an IP host within the primary (ISP-b) is lost. Next, you edit the default route to the primary Internet
CPFE’s address.

Step 1: Navigate to Configuration > Device Setup > Routing > Static Routes.

Step 2: Select the default route, and then click Edit.

Step 3: Verify that the Metric box remains set to 1.
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Step 4: In the Edit Static Route dialog box, in the Options pane, select Tracked.

Step 5: In the Track ID box, enter 1.

Step 6: In the Track IP Address box, enter an IP address for the ISP’s cloud. (Example: 172.18.1.1)
Step 7: In the SLA ID box, enter 16.

Step 8: In the Target Interface list, select the primary Internet connection interface, and then click OK. (Example:
outside-16)

s y

Edit Static Route 52

IP Address Type: @ IPw4 PG

Interface: autside-16 -
Mebwork: any4 [I
Gakeway IP: 172.16.130, 126 D Mektric: |1
Options
[one

Tunneled (Default tunnel gateway For WP traffic)

@ Tracked
Track ID: |1 Track IP Address: [172.18.1.1
SLAID: |16 Target Interface: | outside-16 -

| Monitoring Opkions |

Enabling the tracked option skarks a job For monitaring the
state of the route, by pinging the track address provided.

I (04 H Cancel || Help

Step 9: On the Information dialog box, click OK.

Next, you create the secondary default route to the resilient Internet CPE’s address.
Step 10: In Configuration > Device Setup > Routing > Static Routes, click Add.

Step 11: In the Add Static Route dialog box, in the Interface list, select the resilient Internet connection interface
created in Step 15. (Example: outside-17)

Step 12: In the Network box, select any4.

Step 13: In the Gateway IP box, enter the primary Internet CPE’s IP address. (Example: 172.17.130.126)
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Step 14: In the Metric box, enter 50, and then click OK.

P

Edit Static Route

IP Address Type: @ IPvd () IPwA

Interface: :Dutside-l? -

Metwork: anys E]

Gateway IP: 172.17.130, 126 [Z] Metric: 50
Options

@ Mone

* Tunneled {Default tunnel gateway for WM traffic)

) Tracked
Track 1D Track IP Address:
SLa ID: Target Interface: | IPS-mgmt

Monitoring Opkions

I H Cancel ][ Help

4

Step 15: On the Static Routes pane, click Apply.

Next, you add a host route for the tracked object via the Internet-CPE-1 address. This assures that probes to the
tracked object will always use the primary ISP connection.

Step 16: In Configuration > Device Setup > Routing > Static Routes, click Add.

Step 17: In the Add Static Route dialog box, in the Interface list, select the primary Internet connection interface.

(Example: outside-16)

Step 18: In the Network box, enter the IP address used for tracking in the primary default route. (Example:

172.18.1.1/32)
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Step 19: In the Gateway IP box, enter the primary Internet CPE’s IP address, and then click OK. (Example:
172.16.130.126)

[ Add Static Route ==
IP Address Type: @) IPv4 () IPvG
Interface: [ outside-16 -
Network: 172.18.1.1/32 [
Gateway IP: 172.16.130.125 E] Metric: |1
Options
(@ None

(71 Tunneled {Default tunnel gateway for VPN traffic)

() Tracked
Track ID: Track IP Address:
SLAID: Target Interface: |inside

Monitoring Options

0K ][ Cancel ][ Help

Step 20: On the Static Routes pane, click Apply.
Step 21: In Cisco ASDM, refresh the configuration.

Step 22: If you want to monitor the reachability of the object, navigate to Monitoring > Interfaces > Connection
outside-16 > Track Status for id-1.

Monitoring > Interfaces > Connection outside-16 > Track Status forid - 1 O

Tracked Route:  route outside-16 0.0.0.0 0.0.0.0 172.16.132.126 128 track 1

Track 1
Respongze Time Reporter 16 reachability
Reachability is Up
3 changes, last change 00:28:17
Latest operation return code: OK
Latest RTT (milisecs) 1
Tracked by:

STATIC-IP-ROUTING 0

Create network objects

The use of objects and group objects in the ASA appliance make its configuration more easily understood. The
following steps create a series of objects that represent the WLCs in your environment.

OOy Reader Tip

The numbers and type of Wireless LAN Controllers in your environment will vary. The
list below is inclusive of the WLCs in the test environment used to produce this CVD.
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Table 22 - Wireless LAN Controller network objects

Network object name Object type IP address
internal-wic2504-1 Host 10.4.175.62
internal-wic2504-2 Host 10.4.175.63
internal-wicWiSM2-HA-SSO Host 10.4.174.64
internal-wlc-5508-HA-SSO Host 10.4.175.66
internal-wlc5760-SSO-Pair Host 10.4.175.68
internal-wic_vWLC-1 Host 10.4.59.58
internal-wic_vWLC-2 Host 10.4.59.59
internal-wic7510-Flex-HA-SSO Host 10.4.59.68
dmz-wlic2504-1 Host 192.169.19.25
dmz-wlic2504-2 Host 192.168.19.26
dmz-wlc5508-HA-SSO Host 192.168.19.54

Step 1: Navigate to Configuration > Firewall > Objects > Network Objects/Groups.

Step 2: Repeat Step 3 through Step 6 for all objects listed in Table 22. If the object already exists, then skip to
the next object in the table.

Step 3: Click Add > Network Object.

The Add Network Object dialog box appears.

Step 4: In the Name box, enter a description of the WLC. (Examples: internal-wlc-5508-HA-SSO, internal-
wlc7510-Flex-HA-SSO, internal-wlc5760-SSO-Pair)

Step 5: In the Type list, choose Host.

Step 6: In the IP Address box, enter the WLC’s management interface IP address, and then click OK. (Example:
10.4.175.66)

[5) EditNetwork Object ]
Marne: internal-wlcsS08-HA-SS0
Type: Host v
IF Yersion: @ Pva ()IPvE
IF Address: 10.4.175.66
Diescription: HA S50 Redundant Fair WLCSS0S in Services Block|
NAT ¥
CK [ I Cancel l [ Help
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Next, to simplify the security policy configuration for similar network objects, you create network object groups
that will contain the individual WLCs specific to their places in the network (PIN).

Table 23 - Wireless LAN controller object groups

Network object group name

Network objects

Description

internal-wlc-group

internal-wlc2504-1

internal-wlc2504-2

internal-wlcWiSM2-HA-SSO

internal-wlc-5508-HA-SSO

internal-wic5760-SSO-Pair

internal-wlc_vWLC-1

internal-wlc_vWLC-2

internal-wlc7510-Flex-HA-SSO

Internal Wireless LAN Controllers

dmz-wlc-group

dmz-wlc2504-1

dmz-wlc2504-2

dmz-wlc5508-HA-SSO

DMZ Wireless LAN Controllers

Step 7: Click Add > Network Object Group.

Step 8: Repeat 0 and Step 10 for each WLC Place in the Network from Table 23 (Example: internal-wlc-group)

The Add Network Object Group dialog box appears.

Step 9: In the Group Name box, enter a name for the group.

Step 10: In the Existing Network Objects/Groups pane, select every WLC specific to its location in the network
and then click Add to move each Network Object into the Network Object Group.

[ Edit Network Object Group

Group Name: internal-wic-group

Description:  Internal Wireless LAN Controllers

(@) Existing Network Objects/Groups:

Mernbers in Group:

=X

=
Name IP iddiress Netmask
UMW, L9105 1453
3 dmz-wle,., 192.166.19.54
B dmz-wie.. 192.168.18.75
©B dmzwle.. 192.168.19.76

@ Guesth... 192.168.28.0 255.255.252.0

- B internal-.. 10.4.59.69
- B internal-.. 10.4.48.10
B internal-,.. 10.4.48.10
@ internal-,.. 10.4.0.0 255.254.0.0
L@ internal-,.. 10.4.0.0 255.254.0.0
B internal-,., 10.4.48.17
B internal_... 10.4.48.41

& internal_... 10.4.48.42
= Netwark Object Groups

I

Description Name

s WL
Ha, S50 Redundar
Guest WLCS7E0-1

Gliest WLCS760-2

B Internal-viALC-1

B Internal-visLC-2

& internal-2504-1

B internal-2504-2

- & internal-7510-HA-S50
- & internal-wism2-HA-550

Internal 7510 Flex
Internal DHCP

Internal DNS Serv & internalwlcS760-550-Fair

Internal NTF serve
ISE1Server | _
Internal ISE Serve

() Create new Network Object member:

Name: (aptional)

Type: Host
1P version: @rva ©rve
IP Address:

1P Address
10.4.59.58
10.4.59.59
10.4.175.62
10.4.175.63
10.4.59.63
10.4,175.64

10.4.175.68

NetmaskPrefix Length

Add ==
Wirsless LAN Corv
DMZ Wieless Lah
»
-
4] 1
oK | [ caneel | [ heb |
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Step 11: Review the configured Network Object Groups for completeness, and then click OK.

Configuration > Firewall > Objects > Network Objects/Groups [al
% add - (& Edit [ Delete | Q Where Used Q Nat Used

Filter: |Filter|Clear|
Name o IP Adcress Netmask  Description CObject NAT 4.,

Network Objects
= Network Object Groups

B 7 chmzowic-group I N N A
H B dmz-wic2504-1 192.168.19.25 DMZ WLC Anchor Confroller 2504-1

B dmz-wic2504-2 192.168.19.26 DMZ WLC Anchor Controller 2504-2

= dimz-wlcS508-HA-S50 192.168.19.54 DMZ WLC Anchor Controller 5508 Ha S50 Pair

mz-wic-redundancy-group
internal-1ISE-Servers

£ 58 intermal-wic-group Internal Wireless LAN Cantrollers

- B internal-wlc2504-1 10,4.175.62 Internal 2504-1 WLC

- B internal-wic2s04-2 10.4.175.63 Internal 2504-2 WLC
B internal-wlcSS08-HA-S50 10.4.175.66 HA S50 Redundant Pair WLCS508 in Services B.
Bl internalwicS760-HA-550 10,4.175.68 HA Reclindant Pair WLC 5760 in Services Block
& internal-wlc7S10-Flex-HA-S50 10.4.59.68 Ha S50 Redundant Pair WLC7510 Flex Controller
B internal-wle_wiaLC-1 10.4.59.58 Internal vWALC-1 WLC

- B internal-wic_ywLC-2 10.4.59.59 Internal VALC-L WLC

- B inbernal-wicwWiSM2-HA-550 10.4.175.64 HA S50 Redundant Pair WLC WISM2 in Service...

When a HA SSO WLC is in HOT STANDBY mode, the redundancy port is used to communicate with the internal
NTP server for time synchronization. Since either of the WLCs in HA SSO mode could be in the HOT STANDBY,
you need to create network objects that identify each of the redundancy ports for both controllers in the high
availability pair.

Table 24 - DMZ HA Wireless LAN Controller RP Network Objects

Network object name Object type IP address

dmz-wlc-primary-5508-RP Host 192.168.19.154
dmz-wlc-secondary-5508-RP Host 192.168.19.155

Step 12: Repeat steps Step 13 through Step 15 for each of the DMZ based HA SSO Redundancy Ports shown in
Table 24.

The Add Network Object dialog box appears.
Step 13: In the Name box, enter a description of the WLC. (Example: dmz-wlc-primary-5508-RP)

Step 14: In the Type list, choose Host.
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Step 15: In the IP Address box, enter the primary WLC’s redundancy-port interface IP address, and then click
OK. (Example: 192.168.19.154)

Primary WLC Redundancy Port

[l

L

[y Add Metwark Object
Marne: Hrnz-wlc-primary-5508-RP
Type: :chst
IP Wersion: @ IPvd () IPve
IP Address: 192.165.19.154
Description:
MAT
o4

H Cancel H

Help ]

Next, to simplify the security policy configuration for each HA SSO based controller in the DMZ, you create a
network object group that will contain each of the individual HA SSO WLCs within the DMZ.

Table 25 - DMZ wireless LAN controller HA SSO redundancy port object group

Network object Group name

Network Objects

Description

dmz-wlc-redundancy-group

dmz-wlc-5508-primary-RP
dmz-wlc-5508-secondary-RP

DMZ wireless LAN controllers redundancy
port group

Step 16: Create a network object group that groups each of the redundancy ports on any HA SSO controller
within the DMZ, as shown in Table 25. (Example: dmz-wlc-redundancy-group).

[y Edit Network Object Group

Group Name: dmz-wic-redundancy-group

DMZ Wireless LaN Controllers Redundancy Port Group

Description;

6‘ Existing Network Objects/Groups:

Members in Group:

==

a1
Marne

e wieosoo
=8 Guest-MNetwork
B internal-2504-1
B internal-2504-2
B internal-7510-2
B internal-7510-HA-S50
B internal-dhcp
B internal-drs
=8 intarnal-neteork
- ol internal-network-1SPa
- B internal-ntp
- B Tnternal-wiLC-1
- B Tnternal-wiLC-2

- B nternal_1SE-1
< 1 |

- B} internal-wisriz-HA-SS0
-~ B internal-wlc5508-HA-S50
- B internal-wlc5760-550-Pair

TP Address

192.168.28.0
10.4.175.62
10.4.175.63
10.4.59.69
10.4.59.68
10.4.48.10
10.4.48.10
10.4.0.0
10.4.0.0
10.4.48.17
10.4.50.58
10.4.50.50
10.4.175.64
10.4.175.66
10.4.175.68
10.4.48.41

Netrr

255.2

255.2
255.2

1

add ==

<< Remaove

() Create new Metwork Object mermber:

Narme: (optional)

Type: .Hnst
IF Wersion: @) 1Fvd
1P Address:

(@)Y

IP Address Netmask

0K ] [

Cancel I l Help
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Step 17: On the Add Network Object Group dialog box, click OK.

Configure dedicated guest anchor WLC security policy

The anchor controllers located in the DMZ need to communicate to the internal network for a number of services
such as RADIUS, TACACS+, NTP, FTP and CAPWAP. This procedure provides connectivity from the dmz-mgmt-
wlan (VLAN 1119) to the internal network.

Step 1: On the Internet edge ASA appliance, navigate to Configuration > Firewall > Access Rules.

Step 2: Repeat Step 3 through Step 11 for all rules listed in Table 26.

1 | Tech Tip

Step 3 is important for keeping the rules in the correct order.

Table 26 - Firewall policy rules for DMZ WLC Management Interface

Logging
Interface | Action | Source Destination | Service Description Enable | Level
Any Permit | dmz-wlc-group | internal-aaa tcp/tacacs, Allow DMZ based WLC’s to com- | Selected / Default
udp/1812, municate with the AAA/ACS Server
udp/1813 on the internal network.
Any Permit | dmz-wlc-group | internal-ntp udp/ntp Allow WLC’s to communicate with | Selected / Default
the NTP server located in the data
center.
Any Permit | dmz-wlc-group | any tep/ftp, tep/ Allow the WLC’s to communicate Selected / Default
ftp-data with any FTP server.
Any Permit | dmz-wlc-group | internal-wlc- | 97, Allow DMZ based WLC’s to com- | Selected / Default
group udp/16666, municate with the internal WLC’s
udp/5246,
udp/5247
Any Permit | dmz-wlc-group | internal-dhcp | udp/bootps Allow DMZ WLC’s to obtain IP Selected / Default
address via internal DHCP server
Any Permit | dmz-wlc- internal-ntp udp/ntp Allow Standby HA SSO WLC'’s Selected / Default
redundancy- to communicate to internal NTP
group server using RP port
Step 3: Click the rule that denies traffic from the dmz-networks towards the internal network.
I I P A A = N
Caution
Be sure to perform this step for every rule listed in Table 26. Inserting the rules above
the DMZ-to-any rule keeps the added rules in the same order as listed, which is
essential for the proper execution of the security policy.
Deployment Details August 2014 Series
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Step 4: Click Add > Insert.

Step 5: In the Interface list, choose the interface. (Example: Any)

Step 6: For the Action option, select the action. (Example: Permit)

Step 7: In the Source box, choose the source. (Example: dmz-wlc-group)

Step 8: In the Destination box, choose the destination. (Example: internal-aaa)

Step 9: In the Service box, enter the service. (Example: tcp/tacacs, udp/1812, udp/1813)
Step 10: In the Description box, enter a useful description.

Step 11: Select or clear Enable Logging. (Example: Selected)

Step 12: In the Logging Level list, choose the logging level value, and then click OK. (Example: Default)

[2) Add Access Rule (=
Interface: - Any - -
Action: @) Permit () Deny
Source Criteria
Source: driz-wlc-group
User:

Security Group:

B &) E]

Destination Criteria

Destination: inkernal-aaa E]
Security Group: E]
Service; tepjtacacs, udpf181Z2, udp/1513 E]
Allowy DMZ based WLC's to communicate with the AAAJACS Server on the internal network.|
Description:
Enahble Logging
Logging Level: :Default -

More Options

<

OF ][ Cancel ][ Help

Step 13: After adding all of the rules and in the order listed in Table 26, click Apply on the Access Rules pane.

13 8 dmz-wic-group & internal-aaa e tacacs + Permit 430 Allow DMZ based WLC's to communicate with the AAA/ACS Server on the internal network.
e 1812
e 1513
20 8 dmz-wlc-group B internakntp wer it « Permit o Allow WLE'S to communicate with the NTP server located in the data center.
21 £ drriz-wlc-group @ any e fipy « Permit 0 Allow the WLC's 10 communicate with any FTP server,
1 fp-data
22 8 dmz-wc-group (a8 internal-wic-group L7 « Permit [1} Allow DMZ based WLC's to communicate with the internal WLC's
ok 16656
ik 5246
ik 5247
23 8 dmz-wlc-group & nternal-dhcp we- hootps  Permit 0 Allow DMZ WWLC's 10 obtain 1P address via internal DHCP server
24 dmz-wic-redundancy-group B internalntp we nitp « Permit 0 llow Standby HA S50 WLC's to communicate 1o internal NTP server using RP port

[Deny [P traffic fror
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Configure guest network security policy

In this procedure, the access policy for the guest wireless hosts will be applied to allow outbound traffic to the
Internet. It will also restrict all internal access, with a few exceptions such as DNS, DHCP, and HTTP/HTTPS for
DMZ web services such as walled gardens.

Table 27 - Guest network policy rules

Logging
Interface | Action | Source Destination Service Description enable/level
Any Permit dmz-guest-wlan-network internal-dns tcp/domain, Allow Guest Selected /

udp/domain Wireless users to Default
resolve DNS names

Any Permit dmz-guest-wlan-network internal-dhcp udp/bootps Allow wireless Selected /
guest users to Default
obtain/renew an
IP address from
the internal DHCP

server
Any Permit dmz-guest-wlan-network dmz-web-network | tcp/http, tcp/ | Allow wireless Selected /
https guest users access | Default
to DMZ based web

servers, possibly
for walled garden

access
Any Deny dmz-guest-wlan-network | dmz-networks, ip Deny traffic from Selected /
internal-network the wireless guest | Default

network to the
internal and DMZ

resources
Any Permit dmz-guest-wlan- Any ip Allow wireless DMZ | Selected /
network/22 users access to the | Default
Internet

Step 1: On the Internet edge ASA appliance, navigate to Configuration > Firewall > Access Rules.

Step 2: Repeat Step 3 through Step 12 for all rules listed in Table 27.

1 | Tech Tip

Step 3 is important for keeping keep the rules in the correct order

Step 3: Click the rule that denies traffic from the DMZ toward other networks.

C T B fdneretots | Cay  @p % Do
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Caution

Be sure to perform this step for every rule listed in Table 27. Inserting the rules above

the DMZ-to-any rule keeps the added rules in the same order as listed, which is

essential for the proper execution of the security policy.
Step 4: Click Add > Insert.
Step 5: In the Interface list, choose the interface. (Example: Any)
Step 6: For the Action option, select the action. (Example: permit)
Step 7: In the Source box, choose the source. (Example: dmz-guest-wlan-network)
Step 8: In the Destination box, choose the destination. (Example: internal-dns)
Step 9: In the Service box, enter the service. (Example: tcp/domain, udp/domain)
Step 10: In the Description box, enter a useful description.
Step 11: Select or clear Enable Logging. (Example: Selected)
Step 12: In the Logging Level list, choose the logging level value, and then click OK. (Example: Default)

Step 13: After adding all of the rules in Table 27 in the order listed, on the Access Rules pane, click Apply.

27 = drz-guest-wan-network/22 = internal-cns w#- dornain « Perrmit 0 Allow GUest Wirsless users 1 resolve DNS names.
we- dorain
28 5F dmz-guest-wlan-network/22 8 internal-dhop wer- bootps + Permit o) Allow wireless guest users to obtainfrenew an IP address from the internal DHCP server
29 & dmz-guest-wlan-network,/22 & dmz-web-netw. ., e http « Permit 1} Allow wireless guest users access to DMZ based webservers, possibly for walled garden access
15 hitps
30 ) dmz-guest-wlan-network/22 =B dmz-networks Pyl @ Deny 1) Deny traffic from the wireless guest network o the internal and dmz resources
58 internal-network
31 & dmz-guest-wlan-network,/22 @ any e ip « Fermit [1} Allow Wireless DMZ users access to the Internet

% dmz-networks ¢ p g Dery 1P traffic from DMZ to any other netwark.
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Configure the DMZ WLC

Configure the HA SSO based DMZ wireless LAN guest anchor controller by using the following values.

Table 28 - Cisco DMZ wireless controller parameters checklist

Parameter

CVD values
primary controller

CVD values
resilient controller

Site-specific values

Controller parameters

Switch interface

1/0/13, 2/0/13

1/0/14, 2/0/14

number

VLAN number 1119 N/A
Time zone PST-80 N/A
IP address 192.168.19.54/24 N/A
Default gateway 192.168.19.1 N/A

Redundant manage-
ment IP address (AP
SS0)

192.168.19.154

192.168.19.155

data interface IP
address

Redundancy port Dedicated Ethernet Dedicated Ethernet cable
connectivity HA SSO) | cable
Hostname DMZ-WLC5508-Guest-1 | N/A
Local administra- admin/C1sco123 N/A
tor username and
password
Mobility group name 5508Guest N/A
Primary ISE RADIUS 10.4.48.41 N/A
server IP address
Secondary ISE 10.4.48.42 N/A
RADIUS server IP
address
RADIUS shared key SecretKey N/A
Management network | 10.4.48.0/24 N/A
(optional)
ACS TACACS server 10.4.48.15 N/A
IP address
TACACS shared key SecretKey N/A
(optional)
Wireless data network parameters
SSID Guest or 5508Guest, N/A
WiSM2Guest, vVWLC-
Guest, 7510Guest
VLAN number 1128 N/A
Default gateway 192.168.28.1 N/A
Controller wireless 192.168.28.54 N/A
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OOy Reader Tip

This section of the guide uses the Cisco 5508 Series Wireless Controller guest as
the SSID to provide clarity as to which DMZ-based wireless anchor controller is being
configured.

After the WLC is physically installed and powered up, you will see the following on the console:

Welcome to the Cisco Wizard Configuration Tool

Use the ‘-' character to backup

Step 1: Terminate the autoinstall process.

Would you like to terminate autoinstall? [yes]: YES

Step 2: Enter a system name. (Example: DMZ-WLC5508-Guest-1)
System Name [Cisco 7e:8e:43] (31 characters max): DMZ-WLC5508-Guest-1

Step 3: Enter an administrator username and password.

1 | Tech Tip

Use at least three of the following four classes in the password: lowercase letters,
uppercase letters, digits, or special characters.

Enter Administrative User Name (24 characters max): admin
Enter Administrative Password (24 characters max): *****

Re-enter Administrative Password : ****%

Step 4: Use DHCP for the service port interface address.

Service Interface IP address Configuration [none] [DHCP]: DHCP

Step 5: Enable the management interface. If you are deploying a Cisco 5500 or 2500 Series Wireless LAN
Controller, configure at least two interfaces as an EtherChannel trunk.

Enable Link Aggregation (LAG) [yes][NO]: YES

Management Interface IP Address: 192.168.19.54

Management Interface Netmask: 255.255.255.0

Management interface Default Router: 192.168.19.1

Management Interface VLAN Identifier (0 = untagged): 1119

Step 6: Enter the default DHCP server for clients. (Example: 10.4.48.10)
Management Interface DHCP Server IP Address: 10.4.48.10

Step 7: If you are deploying a Cisco 5500 Series Wireless LAN Controller and you want to enable HA SSO,
enable high availability.
Enable HA [yes] [NO]: YES
Configure HA Unit [Primary] [secondary]: [Primary or Secondary]
Redundancy Management IP Address: 192.168.19.154
Peer Redundancy Management IP Address: 192.168.19.155
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Step 8: The virtual interface is used by the WLC for mobility DHCP relay and inter-controller communication.
Enter an IP address that is not used in your organization’s network. (Example: 192.0.2.1)

Virtual Gateway IP Address: 192.0.2.1

Step 9: If configuring a Cisco 2500 Series WLC, enter the multicast IP address for communication of multicast
traffic by using the multicast-multicast method. This WLC does not support multicast using the multicast-unicast
method.

Multicast IP Address: 239.54.54.54

1 | Tech Tip

The DMZ-based guest anchor controller does not provide multicast services to guest
users, but the Cisco 2500 Series WLC startup wizard requires an entry be made here.
Generally, each WLC providing multicast services using the multicast-multicast method
in the campus must have a unique multicast IP address.

Step 10: Enter a name for the default mobility and RF group. (Example: GUEST)
Mobility/RF Group Name: 5508Guest

Step 11: Enter an SSID for the WLAN that supports data traffic. You will be able to leverage this later in the
deployment process.

Network Name (SSID): Guest
Configure DHCP Bridging Mode [yes][NO]: NO

Step 12: Enable DHCP snooping.
Allow Static IP Addresses [YES][no]: NO

Step 13: Do not configure the RADIUS server now. You will configure the RADIUS server later by using the GUI.
Configure a RADIUS Server now? [YES][no]: NO

Step 14: Enter the correct country code for the country where you are deploying the WLC.

Enter Country Code list (enter ‘help’ for a list of countries) [US]: US

Step 15: Enable all wireless networks.

Enable 802.11b network [YES] [no]: YES
Enable 802.11la network [YES][no]: YES
Enable 802.11g network [YES][no]: YES

Step 16: Enable the RRM auto-RF feature. This helps you keep your network up and operational.
Enable Auto-RF [YES] [no]: YES

Step 17: Synchronize the WLC clock to your organization’s NTP server.

Configure a NTP server now? [YES][no]:YES
Enter the NTP server’s IP address: 10.4.48.17
Enter a polling interval between 3600 and 604800 secs: 86400
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Step 18: Save the configuration. If you enter NO, the system restarts without saving the configuration, and you
have to complete this procedure again.

Configuration correct? If yes, system will save it and reset. [yes][NO]: YES
Configuration saved!

Resetting system with new configuration

Step 19: After the WLC has reset, log in to the Cisco Wireless LAN Controller Administration page by using the
credentials defined in Step 3. (Example: https://dmz-wlc-guest.cisco.local/)

Configure the time zone

Step 1: Navigate to Commands > Set Time.

Step 2: In the Location list, choose the time zone that corresponds to the location of the WLC.

Step 3: Click Set Time zone.

MONITOR WA CONTROLLER.  WIRELESS ~ SECURITY MANAGEMENT  CQl )5 HELP  FFEDBACK
Commands Set Time
Download File
i Frilun & 05:15:28 2014
Upload File Current Time i Jun
Reboot Date
Config Boot
Month June v
F Scheduled Reboot
Day & v
Reset to Factory
Default ear 2014
Set Time! b
Login Banner Time
» Redundancy Hour s -
Minutes 15
Seconds 238
Timezone
Delta hours |0 mins a
Location? (GMT -B8:00) Padific Time (US and Canada) -

(M I =T [I[-W 1B Configure SNMP

Step 1: In Management > SNMP > Communities, click New.
Step 2: Enter the Community Name. (Example: cisco)
Step 3: Enter the IP Address. (Example: 10.4.48.0)

Step 4: Enter the IP Mask. (Example: 255.255.255.0)
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Step 5: In the Status list, choose Enable, and then click Apply.

Save Configuration ~ Ping  Logout Refresh

CONTROLLER ~ WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

CIsCo MONITOR ~ WLANS
Management SNMP v1 / v2¢ Community > New < Back Apply
Summary Community Name cisco
v ELD 1P Address 10.4.48.0
General
SNMP V3 Users IP Mask 255.255.255.0

Communities Access Mode Read Only =
Trap Receivers
Trap Controls
Trap Logs

Status Enable -

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
» Logs

Mgmt Via Wireless
b Software Activation
» Tech Support

Step 6: In Management > SNMP > Communities, click New.
Step 7: Enter the Community Name. (Example: cisco123)
Step 8: Enter the IP Address. (Example: 10.4.48.0)

Step 9: Enter the IP Mask. (Example: 255.255.255.0)

Step 10: In the Access Mode list, choose Read/Write.

Step 11: In the Status list, choose Enable, and then click Apply.

Saye Configuration ~ Ping  Logout Refresh

CONTROLLER ~ WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

CISCo MONITOR  WLANS
Management SNMP v1 / v2c Community > New < Back Apply
SR Community Name  ciscol23
~ BT IP Address 10.4.48.0

General

SNMP V3 Users TP Mask
Communities Agcess Mode Read/Write
Trap Receivers
Trap Controls
Trap Logs

255,255.255.0

Status Enable =

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
b Logs

Mgmt Via Wireless
b Software Activation

» Tech Support

Step 12: Navigate to Management > SNMP > Communities.
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Point to the blue box for the public community, and then click Remove.

Step 13: On the “Are you sure you want to delete?” message, click OK.

Step 14: Repeat Step 12 and Step 13 for the private community.

CIsCo

MONITOR ~ WLANSs

CONTROLLER ~ WIRELESS

SECURITY ~ MANAGEMENT COMMANDS  HELP

Save Configuration ~ Ping  Logout Refresh

FEEDBACK

Management

Summary

+ SNMP
General
SNMP V3 Users
Communities
Trap Receivers
Trap Controls
Trap Logs

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
» Logs

Mgmt Via Wireless
b Software Activation

¥ Tech Support

SNMP v1 / v2¢ Community

Community Name

gisco 10.4.48.0
10.4.48.0

ciscol123

IP Address

1P Mask Access Mode  Status
255.255.255.0  Read-Only Enable -]
255.255.255.0  Read-Write Enable a

Step 15: Navigate to Management > SNMP > General and disable SNMP v3 Mode, and then press Apply.

Cisco

MONITOR  WLANs

CONTROLLER ~ WIRELESS

SECURITY  MANAGEMENT COMMANDS

Management

Summary

v SNMP
General
SNMP V3 Users
Communities
Trap Receivers
Trap Controls
Trap Logs

HTTP-HTTPS
Telnet-SSH
Serial Port

Users
User Sessions

» Logs

Local Management

SNMP System Summary

Name
Location

Contact

System Description

System Object ID

SNMP Port Number
Trap Port Number
SNMP v1 Mode
SNMP v2c Mode

SNMP v3 Mode

[vwLc-Remotesites-1

Cisco Controller

1.3.6.1.4.1.9.1.1631

161

[162

Eva

Step 16: Navigate to Management > SNMP Communities > SNMP V3 Users.
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Step 17: On the right side of the default User Name, point and click the blue down arrow, and then click

Remove.
Save Configuration  Ping Logout Refresh
DL L
CISCOo MONITOR  WILANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Management SNMP V3 Users New...
Summary
* SNMP User Name Access Level Auth Protocol Privacy Protocol
General .
default Readwrite HMAC-SHA AES
SNMP V3 Users
Communities

Trap Recelvers
Trap Controls
Trap Logs

HTTP-HTTPS
Telnet-SSH
Serial Port

Local Management
Users

User Sessions
b Logs

Mgmt Via Wireless
} Software Activation

¥ Tech Support

Step 18: Press OK to confirm that you are sure you want to delete, then press Save Configuration.

Save Configuration Ping Logout Refresh

CISCO MONITOR WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT <COMMANDS HELP FEEDBACK
Management SNMP V3 Users Lol
Summary
v SNMP User Name Access Level Auth Protocol Privacy Protocol
g:’:;‘?:a G default Readwrite HMAC-SHA ace
sers
o Message from webpage @

Trap Receivers

Trap Controls e

Trap Logs ‘g Are you sure yvou want to delete 7
HTTP-HTTPS

Telnet-SSH

Local Management
Users

User Sessions
¥ Logs

Mgmt Via Wireless

-

Software Activation

-

Tech Support

1 | Tech Tip

Changes to the SNMP configuration may sometimes require that the WLC be rebooted.

] =Te (I Limit which networks can manage the WLC

(Optional)

In networks where network operational support is centralized, you can increase network security by using an
access control list in order to limit the networks that can access your controller. In this example, only devices on
the 10.4.48.0/24 network are able to access the device via SSH or SNMP.
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Step 1: In Security > Access Control Lists > Access Control Lists, click New.

Step 2: Enter an access control list name, and then click Apply.

Step 3: In the list, choose the name of the access control list you just created, and then click Add New Rule.

Step 4: In the window, enter the following configuration details, and then click Apply.
Sequence—1
Source—10.4.48.0 / 255.255.255.0
Destination—Any
Protocol-TCP
Destination Port=HTTPS

- Action—Permit

Saye Configuration Ping Logout Refresh
alvaln e Config Bing  Logout R

cisco MONITOR ~WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Security Access Control Lists > Rules > New < Back Apply

L LA Sequi 1

¥ Local EAP 1P Address. Netmask

- Source IP Address = 10.4.48.0 255.255.255.0
» Priority Order

b Certificate Destination Any -

+ Access Control Lists
Access Control Lists
CPU Access Control Lists JE—
FlexConnect ACLs Source Port Any h

¥ Policies

» Web Auth DsCP Any -

TrustSec SXP

» Advanced

Step 5: Repeat Step 3 through Step 4, using the configuration details in the following table.

Table 29 - Rule configuration values

Destination
Sequence | Source Destination Protocol Source port | port Action
1 10.4.48.0/ Any TCP Any HTTPS Permit
255.255.255.0
2 10.4.48.0/ Any TCP Any Other/22 Permit
255.255.255.0
3 Any Any TCP Any HTTPS Deny
4 Any Any TCP Any Other/22 Deny
5 Any Any Any Any Any Permit
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€ DMZ-WLC-Guest - [E=S|EcR 5]
(€1OM= v 1 C B

i Favorites | (& DMZ-WLC-Guest o
fon rosh

cisco MONITO 5 O CcK
Security Access Control Lists > Edit < Back Add New Rule

General

Access List Name SBA-DMZ-ACL

Deny Counters 0

Destination
Seq Action  Source IP/Mask 1P /Mask Protocol Port Port DSCP  Direction of Hits

104480 /0000 /
1 Permit TCP Any HTTPS Any  Any 1
255.255.255.0 0,000

& 104430 /0000 /
Passwor d Policies 2z Permit TCR any 22 Any  Any o
255.255.255.0 0.0.0.0
» Local EAP
0.0.0.0 / 0.0.0.0 i
» Priority Order =" 000 0,000
} Certificate B 0000 /0000 /
» Access Control Lists 0.0.0.0 0.0.0.0
0000 /0000 /

) Wireless Protection 5 permit any any any any  Any o
Policies 0.0.0.0 0.0.0.0

4
g
.
:
E
H
.
.
0 0o oo o

» Web Auth
TrustSec SXP
» Advanced

Step 6: In Security > Access Control Lists > CPU Access Control Lists, select Enable CPU ACL.

Step 7: In the ACL Name list, choose the ACL you just created, and then click Apply.

LGP Configure management authentication

(Optional)

You can use this procedure to deploy centralized management authentication by configuring an authentication,
authorization and accounting (AAA) service using Cisco Secure ACS. If you prefer to use local management
authentication, skip to Procedure 13.

As networks scale in the number of devices to maintain, the operational burden to maintain local management
accounts on every device also scales. A centralized AAA service reduces operational tasks per device and
provides an audit log of user access, for security compliance and root-cause analysis. When AAA is enabled for
access control, it controls all management access to the network infrastructure devices (SSH and HTTPS).

Step 1: In Security > AAA > TACACS+ > Authentication, click New.

Step 2: Enter the Server IP Address. (Example: 10.4.48.15)
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Step 3: Enter and confirm the Shared Secret, and then click Apply. (Example: SecretKey)

e Configuration Pin Logout Refresh
alraln o Bing | Logout R

CISCO MONITOR ~ WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT  COMb HELP  FEEDBACK

Security TACAC S+ Authentication Servers > New < Back Apply
SPAAA Server Index (Priority) 1.
General
» RADIUS Server IP Address 10.4.48.15
SRl = Shared Secret Format ASCIL v
Authentication
GrmmaE Shared Secret ™
Authorization Confirm Shared Secret ssssssnns
LDAP
Local Net Users Port Number 49
MAC Filtering Server Status Enabled =
Disabled Clients
Server Timeout 5 seconds

User Login Policies
AP Policies
Password Policies

¥ Local EAP

» Priority Order

b Certificate

¥ Access Control Lists

Wireless Protection
Policies

¥ Web Auth
TrustSec SXP
» Advanced

Step 4: In Security > AAA > TACACS+ > Accounting, click New.
Step 5: Enter the Server IP Address. (Example: 10.4.48.15)

Step 6: Enter and confirm the Shared Secret, and then click Apply. (Example: SecretKey)

'|||,|||. Save Configurstion  Ping  Logout Refresh
CcISco MONITOR ~WLANS CONTROLLER WIRELESS SECURITY ~MANAGEMENT ~ COMM HELP  FEEDBACK
Security TACACS+ Accounting Servers > New < Back Apply
L Server Index (Priority) 1~
General
» RADIUS Server IP Address 10.4.48.15
RS Shared Secret Format ASCT v
Authentication
AT shared Secret [

Authorization

Confirm Shared Secret wessssans
LDAP
Local Net Users Port Number 49
MAC Filtering Server Status ‘Enabled ~
Disabled Clients =

Server Timeout 5 seconds

User Login Policies
AP Policies
Password Policies

b Local EAP

b Priority Order

b Certificate

¥ Access Control Lists

Wireless Protection
Policies

¥ Web Auth
TrustSec SXP
» Advanced

Step 7: In Security > AAA > TACACS+ > Authorization, click New.

Step 8: Enter the Server IP Address. (Example: 10.4.48.15)
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Step 9: Enter and confirm the Shared Secret, and then click Apply. (Example: SecretKey)

Saye Configurstion  Bing  Logout Refresh

CISCO MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Security TACAC 8+ Authorization Servers > New < Back Apply
SPAAA Server Index (Priority) 1.

General
» RADIUS Server IP Address 10.4.48.15
SRl = Shared Secret Format ASCIL v
Authentication
GEmmaE Shared Secret ™
Authorization Confirm Shared Secret ssssssnns
LDAP
Local Net Users Port Number 49
MAC Filtering Server Status Enabled =

Disabled Clients
User Login Policies
AP Policies
Password Policies

Server Timeout 5  seconds

¥ Local EAP

» Priority Order

b Certificate

¥ Access Control Lists

Wireless Protection
Policies

¥ Web Auth
TrustSec SXP
» Advanced

Step 10: Navigate to Security > Priority Order > Management User.
Step 11: Using the arrow buttons, move TACACS+ from the Not Used list to the Used for Authentication list.

Step 12: Using the Up and Down buttons, move TACACS+ to be the first in the Order Used for Authentication
list.

Step 13: Use the arrow buttons to move RADIUS to the Not Used list, and then click Apply.

Configuration  Bing  Logout Refresh

CISCO MONITOR ~WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COM S HELP FEEDBACK
Security Priority Order > Management User Apply

b AAA

+ Local EAP Authentication

~ Priority Order
Management User

b Certificate
b Access Control Lists -

Wireless Protection
Policies

Not Used Order Used for Authentication

TACACS+ I

IF LOCAL is selected as second priority then user will be authenticated against
LOCAL only if first priority is unreachable.

¥ Web Auth
TrustSec SXP
» Advanced
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1 | Tech Tip

If you are using Cisco Secure ACS in order to authenticate TACACS+ management
access to the WLC, you must add the WLC as an authorized network access device.
Failure to do so will prevent administrative access to the WLC by using the Cisco
Secure ACS server.

T[T ER Create the guest wireless LAN interface

The guest wireless interface is connected to the DMZ of the Cisco ASA 5545X security appliance. This allows
guest wireless traffic only to and from the Internet. All guest traffic, regardless of the controller to which the
guest initially connects, is tunneled to the guest WLC and leaves the controller on this interface.

To easily identify the guest wireless devices on the network, use an IP address range for these clients that are
not part of your organization’s regular network. This procedure adds an interface that allows devices on the guest
wireless network to communicate with the Internet.

Step 1: In Controller>Interfaces, click New.
Step 2: Enter the Interface Name. (Example: Wireless-Guest)

Step 3: Enter the VLAN Id, and then click Apply. (Example: 1128)

alvaln
cISco MONITOR 5 CONTROLLER

C LI WK
Controller Interfaces > New < Back Apply

General

Interface Mame Wireless-Guest
Inventory

WLAN 1d 1128
Interfaces
Interface Groups
Multicast
Network Routes

» Redundancy

b Internal DHCP Server

¥ Mobility Management
Ports

» NTP

» CDP

» PMIPvE

b IPvE

» mDNS

b Advanced

Step 4: In the IP Address box, enter the IP address to assign to the WLC interface. (Example: 192.168.28.5)
Step 5: Enter the Netmask. (Example: 255.255.252.0)

Step 6: In the Gateway box, enter the IP address of the firewall’'s DMZ interface defined in Procedure 2.
(Example: 192.168.28.1)
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Step 7: In the Primary DHCP Server, enter the IP address of your organization’s DHCP server, and then click
Apply. (Example: 10.4.48.10)

Ping  Logout Refres

cisco MONITOR

Controller

General
Inventory

Interfaces

Multicast

Ports
» NTP

» CDP

» PMIP¥G
» IPvG

» mDNS

»

Advanced

Interface Groups

Network Routes

Interfaces > Edit

General Information

Interface Name wireless-guest

MAC Address 86:d3el:7e:08:6

Gonfiguration

» Redundancy Guest Lan a
b Internal DHCP Server Quarantine ]
» Mobility Management Quarantine ¥lan Id i
NAS-ID DMZ-WLC-Guest

Enable DHCP Option 82 [[]

Physical Information

The interface is attached to a LAG.

Enable Dynamic AP B
Managernent

Interface Address

WLAN Identifier 1128

1P Address 192.168.28.5
Netmask 255,255.255.0
Gataway 192,168.28.1

DHCP Information

Primary DHCP Server 1044810
Secondary DHCF Server

DHCP Proxy Mode Global =

< Back Apply m

i

i

Tech Tip

To prevent DHCP from assigning addresses to wireless clients that conflict with the
WLC’s addresses, exclude the addresses you assign to the WLC interfaces from DHCP
SCopes.

OGN Configure the guest WLAN on the AireOS Anchor Controllers

Step 1: Navigate to WLANSs.

Step 2: Hover over the blue list next to your guest WLAN, and then click Mobility Anchors.

Step 3: In the Switch IP Address (Anchor) list, choose (local).

Step 4: Click Mobility Anchor Create, and then click OK.

CIsCo

WLANs

v WLANS
WLANS

b Advanced

Mobility Anchors

WLAN SSID S508Guest

Switch IP Address {Anchor)

Mobility Anchor Create

Switch IP Address (Anchor)

Data Path Control Path

Step 5: Click Back.
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Step 6: Click the WLAN ID of the SSID created in Procedure 8. (Example: 5508Guest)

Step 7: On the General tab, in the Interface/Interface Group(G) list, choose the interface created in Procedure
13. (Example: wireless-guest)

cisco

WLANs

v WLANS
WLANS

» Advanced

MONITOR ROLLER

WLANs > Edit '5508Guest'

General \|, Security ‘|’ Qos T Policy-Mapping | advanced |

Apply I

Profile Name 5508Guest
Type WLAN

SSID 5508Guest
Status Enabled

WEB POLICY, Web-Auth
{Modifications done under security tab will appear after applying the changes.)

Security Policies

All -

Radio Policy
Interface/Interface .~
Groun(@) wireless-guest
Multicast Vian

s [7] Enabled
Broadcast SSID Enabled

NAS-ID DMZ-WLC5508-Guest-1

m

1

Step 8: Click the Security tab, and then on the Layer 2 tab, in the Layer 2 Security list, choose None.

Cisco

MONITOR

tion  Ping

HELP  EEE

WLANs

* WLANs
WLANS

b Advanced

WLANs > Edit '5508Guest’

| General ‘| Security \|’ QoS ‘l’ Policy-Mapping | Advanced |

< Back apply | [

Layer 2 ‘lr Layer 3 ‘lr AAA Servers )

Layer 2 Security & None -
MAC Filtering® [7]

Fast Transition

Fast Transition ||
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Step 9: On the Layer 3 tab, select Web Policy, and then click OK.

COMTROLLER  WIRELES: ECURITY

WLANs WLANSs > Edit '5508Guest’

SRS . General | Security | QoS | Policy-Mapping v Advanced .
WLANS

¥ Advanced Layer 2 | Layer 3 | AAA Servers

Layer 3 Security 2 web Policy =
@ authentication

© Passthrough

© conditional Web Redirect

©) splash Page Web Redirect

© on MAC Filter failureZ

Preauthentication ACL IPwd IPwE WebAuth Flexac!
Pre-Auth-for-External-Web-Server ~ Mone ~ Nong

1L

Sleeping Client Enable
Sleeping Client Timeout(l to 720 Hrs) 12

Over-ride Global Confia [ Enable

Step 10: On the QoS tab, in the Quality of Service (QoS) list, choose Bronze (background), select Enable next
to Application Visibility, click Apply, and then click OK.

rfiguration Bing
el : Bing

CIsCo MONITOR ROLLER ~ WIRELES ECLRITY MEN HELP  FEE
WLANs WLANSs > Edit '5508Guest’ < Back Apply 1
SPEANE General F)Se:uritv | QoS | Policy-Mapping | Advanced |

WLANS
b ad d B
vance Quality of Service (QasS) Bronze (hackground) -
Application Wisibility Enabled
Y Profile none v
Netflow Manitar nong -

n

Override Per-User Bandwidth Contracts (kbps) i
DownStream  UpStream
Average Data Rate o 0

Burst Data Rate

ol o
[

o
Average Real-Time Rate o
o

Burst Real-Time Rate

Override Per-SSID Bandwidth Contracts (kbps) 1

o
1

DownStream  UpStream

Average Data Rate o 0

<] i i

LT (TR Configure anchor controller mobility group peers

The DMZ-based WLC controller(s) providing guest anchor services are called anchor controllers. They
communicate with the wireless LAN controllers in your data center VSS services block, and manage the wireless
APs and wireless users in your enterprise. In the context of guest wireless, the data center VSS services block
based wireless LAN controllers are referred to as foreign anchor controllers because they are foreign to the
actual anchor controllers located in the DMZ.

To establish this communication, a mobility peer needs to be created between the anchor and foreign anchor
controllers. In the case of two 2504 N+1 anchor controllers, both must be peered with each other using a
common mobility group name. In this example, both the anchor and foreign anchor controllers are Cisco AireOS
controllers with the New Mobility (Converged Access) feature disabled.
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In order to communicate with a Cisco I0S-XE based 5760 Series foreign anchor controller in your data center
services block, the AireOS controllers must have the New Mobility (Converged Access) feature enabled. In doing
s0, the rapid convergence found within the 5508 based HA pair is negatively impacted.

This design uses a DMZ-based Cisco 2504 Series WLC pair with N+1 redundancy and the New Mobility
(Converged Access) feature enabled.

If you are using a pair of Cisco 5508 Series Wireless Controllers in an N+1 configuration instead of HA SSO, or if
you are using a pair of Cisco 2504 Series Wireless Controllers, you need to add each of the WLCs to a common
mobility group.

If you are using an HA SSO pair of anchor controllers (Cisco 5508 Series Wireless Controllers), you can skip to
Step 7 Qin this procedure, because they do not need to be peered together since they are a high availability pair
and therefore act as a single controller.

The first step is to create a mobility peer between the two non-HA SSO anchor controllers in the DMZ.
Step 1: On the guest anchor controller(s), navigate to Controller > Mobility Management > Mobility Groups.

Step 2: On the Static Mobility Group Member page on each anchor WLC, note the MAC address, IP address,
and mobility group name for the local controller. You will need this information in the following steps.

£l & B W~

Table 30 - Internet edge anchor controller values

WLC name &

Location WLC and HA Type | MAC address IP address Mobility group name
DMZ-WLC2504- 2504 N+1 d4:8c:b5:c2:be:60 192.168.19.25 2504Guest
Guest-1/DMZ

DMZ-WLC2504- 2504 N+1 3cice:73:d8:f3:60 192.168.19.26 2504Guest

Guest-2 | DMZ

Step 3: On each DMZ-based anchor controller that is using an N+1 redundancy model, navigate to Controller >
Mobility Management > Mobility Groups, and then click New.

Step 4: In the Member IP Address box, enter the IP address of the other N+1 guest controller. (Example: On
DMZ-WLC2504-Guest-1 add 192.168.19.26 and on DMZ-WLC2504-Guest-2 add 192.168.19.25)

Step 5: In the Member MAC Address box, enter the MAC address of the guest controller. (Example: On DMZ-
WLC2504-Guest-1 add 3c:ce:73:d8:f3:60 and on DMZ-WLC2504-Guest-2 d4:8c:b5:¢c2:be:60)
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Step 6: In the Group Name box, enter the mobility group name configured on the guest controller, and then click
Apply. (Example: 2504Guest)

oV wicasts-oen 1 = ]

€ @ hitps//192168.19.85 screens framesethtml €@ || @ - Delta Search L3 A D W
Y

cisco MONITOR WUANS CONTROLLER WIRELESS SECURITY MANAGEMENT CQMMANDS HELP EEEDBACK
Mobility Group Member > New k. Apply.

Membsr IP Address
Publc 1P Addrese 192168926

Mamber MAC Addrass  scice:73:d8:05:60
Group Name 2s04cuest
Hash

N WLCTSUH ot d +

HONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP EEEDBACK
Mobility Group Member > New <Bock Apply

Member IP Address  192.168.19.25
Publc P Addross, 0000

Member MAC Adtress  d4:0cibsic2:beiso
Graup Name 2504Guest

Hash

Next, add a mobility peer on the foreign anchor controller that points to a Cisco AireOS high availability foreign
controller pair.

Step 7: On the DMZ-based anchor controller(s), navigate to Controller > Mobility Management > Mobility
Groups, and then click New.

Step 8: In the Member IP Address box, enter the IP address of a campus or remote-site foreign anchor
controller. (Example: 10.4.175.66)

Step 9: In the Member MAC Address box, enter the MAC address of the campus or remote-site foreign anchor
controller.

Step 10: In the Group Name box, enter the mobility group name configured on the campus or remote-site
controller, and then click Apply. (Example: CAMPUS)

1 | Tech Tip

There are a number of ways to find the MAC address on a Cisco AireOS controller. One
method is to navigate to Controller > Inventory. There you will see the burned-in MAC
Address. Alternately you can obtain the MAC address by navigating to Controller >
Mobility Management > Mobility Groups and locating the local peer entry.

il Save Configuration = Ping ~ Logout Refresh
e
CISco MONITOR ~WLANs CONTROLLER ~WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
Controller Mobility Group Member > New <Back Apply |y |
General
Member IP Address [10.4.175.66 |
Inventory
Member MAC Address  [2c:54:2d:72:91:40 |
Interfaces
Group Name [campus x]
Interface Groups
Hash [none

Multicast

Network Routes

v

Redundancy

v

Internal DHCP Server

4

Mobility Management
Mobility Configuration
Mobility Groups
Mobility Anchor Config
Multicast Messaging

Step 11: On each controller, click Save Configuration, and then click OK.
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Step 12: Repeat this process on the DMZ anchor controllers for each foreign controller in your organization.

Step 13: If you are peering to a Cisco I0S-XE 5760 Series high availability foreign controller pair in your data
center services block, on the DMZ-based anchor controller(s), navigate to Controller > Mobility Management >
Mobility Groups, and then click New.

Step 14: In the Member IP Address box, enter the IP address of the Cisco 5760 Series foreign anchor controller
(Example 10.4.175.68).

Step 15: In the Group Name box, enter the mobility group configured on the Cisco 5760 Series foreign anchor
controller (Example: 5760CAMPUS), click Apply, and then click Save Configuration.

[y DMZ-WLC2504-Gue: x
€ & C | (Xxb#ps//192.168.19.25/screens/framesethtml

CIsCo Wl ROLLER  WIRELES
Controller Mobility Group Member > New < Back Apply X
Genatal Member IP Address 10417568
Inventory Public IP Address oo
Interfaces
Member MAG Address  00:00:00:00:00:00
Interface Groups
) Group Name |S760CAMRUS|
Multicast
} Internal BHCP Server 12" ene
+ Mobility Management
Mability Configuration
Mability Groups
Mability Anchor Config
Multicast Massaging
Switch Peer Group
Switch Peer Group
Mamber
Mability Contraller
Clients
1 | Tech Ti

The mobility group used on the Cisco 5760 Series Wireless Controller can be found by
navigating to Configuration > Controller. It is listed in the Default Mobility Domain box.
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Step 16: Navigate to Controller > Mobility Management > Mobility Groups, and then verify that connectivity
is working between all the controllers by examining the mobility group information. In the Status column, all
controllers should be listed as Up.

1) DMZ-WLC2504-Gue: %
€ © C (xbups//192168.19.25/screens/framesethtml

MONITOR WLANS CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Controller Static Mobility Group Members New... Editanl

General
Local Mobility Group  2504Guest

MAC Address 1p Address Public 1P Address Group Name Multicast 1P status Hash Key
daigeibSiczbes)  192.168.19.25 192.168.19.25 2504Guest 0000 [N

00:00:00:00100:00  10.4175.66 10417560 s7s0cAmPUS 0000 v [}
3cice:7aidaifai60  192.168.19.26 192.168.19.26 2504Guest 0000 up a

MONITOR WLANS CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Controller Static Mobility Group Members New... Editall

Local Mbility Group  5508Guest

MAC Address 1P Address Group Name. Multicast 1P status Hash Key

Batel 7o 0060 192.168.19.54 Ss08Guest 0000 [EN

00:50:56:52:09:90  10.4.59.59 REMOTES-vWLC. 0.0.0.0 Up a
00:50:56:52:09:92  10.4.59.58 REMOTES-vWLC. 0.0.0.0 Up a
20:32107:67:7¢:40  10.4.175.62 CAMPUS-2504 0.0.0.0 up a
20:32107:67:99:20  10.4.175.63 CAMPUS-2504 0.0.0.0 up a
20:54:2d:72:91:40  10.4.175.66 WLCSS08 0.0.0.0 up a
60:120:56:2610:20 104,175,864 WIsM2 0.0.0.0 Up. a
70:81:05:ce:03130  10.4.59.68 REMOTES 0.0.0.0 Up. L]

] :=Te I[N [ Configure Cisco IOS-XE mobility groups

To communicate with a Cisco I0S-XE based foreign controller, the Cisco AireOS anchor controllers must have
the New Mobility (Converged Access) feature enabled. This guide uses a pair of DMZ-based Cisco 2504 Series
WLC anchor controllers using N+1 redundancy with the New Mobility (Converged Access) feature enabled.

On each of the Cisco 2504 Series DMZ anchor controller(s), enable New Mobility (Converged Access).

Step 1: Navigate to Controller > Mobility Management > Mobility Configuration, and then select Enable New
Mobility (Converged Access).

Step 2: In the Mobility Controller Public IP Address box, enter the IP address of this wireless LAN controller
(Example: 192.168.19.25 or 192.168.19.26).

N Bng | Logs

cisco MONITOR TROLLER.

Controller Global Configuration
General
Inventory General
Interfaces Enable New Mobility(Converged Access)

Interface Groups

Multicast Mobility Parameters
}» Internal DHCP Server Multicast Mode ]
+ Mobility Management Multicast IP Address
ety Eeniitgurim Mobility Oracle IP Address 0.0.0.0
Mability Groups
Mobility Anchor Config Mohility Cantroller Public IP Address 192.168.19.25

Multicast Messaging

Mobility Keepalive Interval(1 to 30 sec) 10
Switch Peer Group

Switch Peer Group Mobility Keepalive Count{3 to 20) 3
Member "

Mobility Contraller Mobility DSCP Value(D to 63) a
Clients
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Step 3: On each of the Cisco 2504 Series DMZ anchor controller(s), navigate to Controller > Mobility
Management > Mobility Groups, and then, on the Static Mobility Group Member page, note the MAC address,
IP address, and mobility group name for the local controller. You need this information for the following steps.

5 CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP  FEEDBACK

MONITOR WLANs CONTROLLER WIRELESS MANAGEMENT ~COMMANDS HELP  EEEDBACK

Controller Static Mobility Group Members

sssssssss

ssssss

Table 31 - Internet edge anchor controller values

Guest-2 / DMZ

WLC name &

Location WLC and HA Type MAC address IP address Mobility group name
DMZ-WLC2504- 2504 N+1 d4:8c¢:b5:c2:be:60 192.168.19.25 2504Guest

Guest-1/ DMZ

DMZ-WLC2504- 2504 N+1 3c:ce:73:d8:f3:60 192.168.19.26 2504Guest

Next, allow the DMZ-based 2504 N+1 anchor controller pair to share mobility information by creating a common

mobility group. Perform the following steps on each anchor controller.

Step 4: Navigate to Controller > Mobility Management > Mobility Groups, and then click New.

Step 5: In the Member IP Address box, enter the IP address of the guest controller. (Example: on the
192.168.19.26 controller enter 192.168.19.25 and on the 192.168.19.25 controller enter 192.168.19.26)

Step 6: In the Member MAC Address box, enter the MAC address of the guest controller. (Example:

d4:8c:b5:c2:be:60 and/or 3c:ce:73:d8:f3:60)
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Step 7: In the Group Name box, enter the mobility group name configured on the guest controller, and then click
Apply. (Example: Guest)

& oMz suen- ==Es
E10%

o Favorites | @ DMZAMLC-Guest

Controller Mobility Group Member > New < Back Apply

ST Member IP Addiess  192.165.19.58]
Inventors
i Member MAC Address  s8:431eli7e113:64
Interfaces
Group Mame GUEST

Hash

Interface Groups

Multicast

Network Routes
» Redundancy

b Internal DHCP Server

¥ Mobility Management
roups

» PMIPvE
b 1Pv6
» mDNS

» Advanced

Step 8: On both of the DMZ guest anchor controllers, navigate to Controller > Mobility Management > Mobility
Groups, and then click New.

Step 9: In the Member IP Address box, enter the IP address of the Cisco 5760 Series foreign anchor controller
pair. (Example: 10.4.175.68)

Step 10: In the Member MAC Address box, leave the default MAC address of 00:00:00:00:00:00. This is normal
for mobility peers using New Mobility, which is the protocol the Cisco 5760 Series Wireless Controller uses.

Step 11: In the Group Name box, enter the mobility group name configured on the campus or remote-site
controller, and then click Apply. (Example: 5760-CAMPUS)

MONITOR WLANS CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP EEEDBACK

Controller Static Mobility Group Members _New.. | _eduan |

Local Mobility Group  2504Guest

MAC Address TP Address Public IP Address _Group Name Multicast TP Status. Hash Key
GuiscibSicabeis0 1921681925 1921631925 2504Guest 0.000 [N

Seicer7nids3E0  192.168.19.26 1921681926 2504Guest 0.0.00 w

1 | Tech Tip

The controller status will be in a Control and Data Path Down state for the Cisco
5760 Series Wireless Controller until you configure a mobility group peer on the
5760 Wireless Controller that points back to each of the DMZ-based Cisco 2504
Series anchor controllers. Note that New Mobility (Converged Access) was enabled
on the 2504 Wireless Controllers in the DMZ in order to allow the mobility group
communication to utilize CAPWAP as opposed to Ethernet over IP (EolP).

Step 12: On each controller, click Save Configuration, and then click OK.

Deployment Details August 2014 Series
242



Step 13: Access the Cisco 5760 Series foreign anchor controller in the data center services block by using its
SSl-based URL. (Example: https://10.4.175.68/wireless)

me Monitor | ¥ Configuration | ¥ Administration | ¥ Help “

System Summary Top WLANS
System Time 10:33:28,350 PST Thu Der 12 2013 Profie Name Number of Clents
Software Version ?;(f)a DISE RELEASE SOFTWARE WLAN-Data 0
System Name S760-WLC Vore 0
Systern Model AIR-CTS760
AVC for WLAN : WLAN-Data
Up Time 2 days, 23 hours, 40 minutes

Wirsless Management [P 10.4.30.68
802.11 a/n/ac Network

State Enabled
202,11 bjg/n Metwork
Enabled Ho AV data avalable for this wian
Software Activation Detal
Access Point Summary
Tatal Up Down
802, 11anfac Radios 5 5 0
802.11b/gin Radios 5 5 0
Al 4Ps 5 5 0
client Summary Rogue APs
Ccurrent Clients 0 Active Rogue APs 270 Detal
Excluced Clients 0 Active Rogue Clients 3 Detal
Disabled Clents o Adhoc Rogues 14 Detal

Next, create a new mobility peer to the DMZ-based Cisco 2504 Series anchor controller.

Step 14: Navigate to Configuration > Controller > Mobility Management > Mobility Peer, and then click New.

Gy Home  Monitor | ¥ Configuration | ¥ Acministration | Y Help T

PR Mobility Peer
> system New  Remove sow [ )%
> Intemal DHCP Server
P Address Publc IP Adcress Group Name Muticast 1P Control Link Status Data Link Status
> Management
O 10417588 - STE0CAMPUS 0,000 P P

¥ Mabiity Management
@ Mobity Global Config
u bty Pesi]
& Swich Peer G
> mons

Step 15: In the Mobility Member IP box, enter the IP address of each of the Cisco 2504 Series DMZ-based
anchor controllers. (Example 192.168.19.25 and 192.168.19.26).

Step 16: In the Mobility Member Group Name box, enter the mobility group name as defined on the DMZ-
based Cisco 2504 Series anchor controller (Example: 2504Guest), and then click Apply.

4 Home  Monitor | ¥ Configuration | Y admiistration | ¥ Help -

Contraller Mobility Peer [ Bpply
Hobilty Peer » New T
» System

* Internal DHCP Server
Mohiity Memnber 1P 182.168.19.25
> Management
wobity vember Pubice ||
* Mohility Management
Moabilty Member Group Name| 2509Guest
Mticast P sckess L1

& Mobiity Global Config
u Mobiity Peer
u Switch Peer Group

» mONS

The preceding steps apply this configuration.

wireless mobility group member ip [IP Address of DMZ Anchor] public-ip [IP
Address of DMZ Anchor] group [DMZ Anchor Mobility Group Name]

Deployment Details August 2014 Series

243



Step 17: Navigate to Configuration > Controller > Mobility Management > Mobility Peer, and then verify that
connectivity is working between all the controllers by examining the mobility group information. In the Status
column, all controllers should be listed as Up. The negotiation process may take 30-90 seconds to complete, so
click Refresh to see the current status.

mmmmmmmmmmmmmmm
ol
5o ireless Contraller £3 Home  Monitor | ¥ Confguration | ¥ Adminstiation | ¥ el

Mobility Peer

eeeeeeee L —
1P Address. Public IP Address. Group Name Muticast IP Control Link Status Data Link Status

O 10417568 Sre0caneUS 0000 w w»

O w0z 1921681925 O w 5

O w0z 1921681920 - w -

Example
wireless mobility group member ip 192.168.19.25 public-ip 192.168.19.25 group 2504Guest
wireless mobility group member ip 192.168.19.26 public-ip 192.168.19.26 group 2504Guest

M :-L(IT-WM VA Create the lobby admin user account

Typically, the lobby administrator is the first person to interact with your corporate guests. The lobby administrator
can create individual guest user accounts and passwords that last from one to several days, depending upon the
length of stay for each guest.

You have two options to configure the lobby admin user account.

If you have not deployed Cisco Secure ACS and TACACS+ for management access control to the controller,
perform the steps in Option 1.

If you have deployed Cisco Secure ACS and TACACS+ for management access control to the controller, perform
the steps in Option 2.

If you have deployed ISE for end user authentication services, skip the steps below and perform the steps in the
process “Configuring Cisco ISE Sponsor Portal Services.”

Option 1: Local WLC-based lobby admin user account

Step 1: On the AireOS Anchor Controller in the DMZ, navigate to Management > Local Management Users, and
then click New.

Step 2: Enter the username. (Example: Guest-Admin)

Step 3: Enter and confirm the password. (Example: C1sco123)
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Step 4: In the User Access Mode list, choose LobbyAdmin, and then click Apply.

& DMZ-WLC-Guest - felie ==

&= e mps 192168105 screens frameset il ¥ Certificate Error | <7 | & |

T Favorites | @ DMZ-WLC-Guest

tion  Bing  Logout

cisco YLANS  CONTRO S URITY GEM S
Management Local Management Users > New < Back Apply

Summary
b SNMP

User Name

Passward
HTTP-HTTPS

Telnet-55H
Serial Port

Confirm Password

User Access Made
Local Management
Users
User Sessions
b Logs
Mgt Via Wireless
} Software Activation

» Tech Support

Option 2: Centralized ACS based lobby admin user account

Create groups in the Cisco Secure ACS internal identity store for network device administrators and helpdesk
users. Users in the network device administrator group have enable-level EXEC access to the network devices
when they log in, while helpdesk users must type the enable password on the device in order to get enable-level
access.

Step 1: Within Microsoft Active Directory, it is assumed that a lobby ambassador group (Example: Lobby
Admins) has been created. Contained within this group are each of the lobby ambassador employees within the
organization. (Example: Linda Lobby)

Linda Lobby *roperties EHE

Diiakin I Erwiranment I Seszions I Femate contral
Remote Dezktop Services Prafile I Perzanal Yirtual Desktop | COM+
General I .-’-‘«ddlessl Accournt I Frofile | Telephones I Organization  Member OF

M ember of:
Marme Active Directory Domain Services Folder

Lobby Admine cigoo.local/Uzers

by

Add... | Remove |

Frimary group: Dromain Ugers

St Priman Grou There iz no need to change Primamy group unless
i B | you have Macintozh clientz or POSIX-compliant

applications.

0k I Cancel BSpply Helm
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Step 2: Log in to Cisco Secure ACS via the GUI (https://acs.cisco.local).

Step 3: Navigate to Users and Identity Stores > Identity Groups.

Step 4: Click Create.

» ¢ My Workspace

» 13 Network Resources

+ Internal Identity Stores
Users
Hosts
~ External Identity Stores
LDAP
Active Directory
RSA SecurlD Token Servers
RADIUS Identity Servers
Certificate Authorities
Certificate Authentication Profile
Identity Store Sequences

» 8% System Administration

Users and Identity Stores > Identity Groups

Identity Groups

Filter: | V] mateh i [

[] Name ~  Description

[] + AllGroups Identity Group Root
O Helpdesk

O Network Admins

acs (Primary : LogCollector)  LogOut About Help

|| [ raovestons ] [Bm]

Step 5: In the Name box, enter Lobby Admins, and then enter a description for the group then click Submit.

whali Cisco See
CISCO EVAL(Days left 299)

» ¢ My Workspace

» 551 Network Resources

- &
* Internal Identity Stores
Users
Hosts.
~ External Identity Stores
LDAP
Active Directory
RSA SecurlD Token Servers
RADIUS Identity Servers
Certificate Authorities
Certificate Authentication Profile
Identity Store Sequences

» 8% System Administration

Users and Identity Stores > |dentily Groups > Create

General

acs (Primary : LogCollector)  Log Out  About  Help

« Name. Lobby Admins

BESHRR | o0y

x]

v Parent [ Groups

e

2 = Required fields

Step 6: In Cisco Secure ACS, navigate to Users and Identity Stores > External Identity Stores > Active
Directory.

Step 7: Click the Directory Groups tab, and in the Group Name box, enter the lobby admin group (Example:
cisco.local/Users/Lobby Admins), and then click Add.
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The lobby admin group appears in the Selected Directory Groups list.

vl Cisco Secure ACS " -
CISCO Eva eft: 923)

3 ﬁu My Workspace Users and ldentity Stores = External ldertity Stores = Active Directory

» 1) Network Resources

General | Directory Groups " Directary Atributes

Directary groups must be selected on this page to be available as options in group Mapping condiions in palicy rules. Click
*Select' o launch a dialog to select groups fram the directary

Users and Identity Stores

Selected Directory Groups

Group Name

ciscolocalfBuiltiniMetwork Device Admins nd
cisco localiUsersivpr-administrator

cisco localiUsersivpr-employves

cisco localiUsersivpr-partner

3 % Palicy Elements H
> @ Access Policies

. Monitoring and Reparts v

gttt 2logdd ozt ilion [Agea [ oty | [Replacen ] [Deseizct |[8elect

Grnulp}\Iame

ciscu.\ucalsterleabbyAdmins\

Exarnple for group format ©
cisco.comisersiDomain Users

= Required fields

Next, the Active Directory group that was just added to Cisco Secure ACS needs to be mapped to a Secure ACS
policy.

Step 8: In Cisco Secure ACS, navigate to Access Policies > Access Services > Default Device Admin > Group
Mapping, and then at the bottom of the screen, click Create.

» S My\Workspace Access Policles = Access Services = Default Device Adhin > Group Mapping

» ) Network Resources () Single result selection @ Rule based result selection

» @B Users and Identity Stares

S Policy Elements Filter: Status ~ Mahif Equals | [ ClearFiter -
#. Access Policies
Conditions Results
Status  Mame Hit Count
Compound Condition Identity Groug

1 ©  Eule-l  AD-ADT:EsernalGroups cantaing any cisco.localiBuiltiNetwark Device Admins — All Groups Netwark Admins 13100

» [ Menitaring and Reports
» B gystem Administration

- Default Ifno rules defined or no enahled rule matches. All Groups 18

Create. | x || Duplicate | = |
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Step 9: Under Conditions, select Compound Condition, in the Dictionary list, choose AD-AD1, and then in the
Attribute box, click Select and select External Groups and press OK. This selects External Groups.

Filter | | Match if |

Attribute =
(o) ExternalGroups String Enumeration

(O IdentityAccessRestricted  Boolean

Step 10: Under the Value box, click Select.

General A
Name: Status: | Enabled v 0
The Customize button in the lower right area of the policy rules screen controls which
policy conditions and results are available here for use in policy rules.
Conditions
Compound Condition:
Condition:
Dictionary: Attribute:
[AD-2D1 v [ExternalGroups || select |
Operator: Value:
| Select | Deselect | Clear |
Ly
Current Condition Set:
Add V || EditA || Replace v || Delete \
~
v
{ Undo | Preview v
K] 3
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Step 11: In the String Enum Definition dialog box, select the lobby admin Active Directory group (Example:

cisco.local/Users/Lobby Admins), and then click OK.

Filter | ™ Match . | v]

Enum Name

cisco.local/Builtin/Helpdesk
cisco.local/Builtin/Network Device Admins
cisco local/Users/Lobby Admins

et

Step 12: Under Current Condition Set, click Add. The new condition appears in the Current Condition Set box.

General

Name: Status: | Enabled v o

The Customize button in the lower right area of the policy rules screen controls which
policy conditions and results are available here for use in policy rules.

Conditions

Compound Condition:

Condition:

Dictionary: Attribute:

[AD-AD1 v [ExternalGroups || select |
Operator: Value:

| select | Deselect | Clear |

Current Condition Set:

Add - Edit A Replace V Delete

AD-AD1:ExternalGroups contains any cisco.local/Users/Lobby Admins

Undo | Preview
Results

K] _cancel
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Step 13: Scroll down and under Results, click Select

The Customize button in the lower right area of the policy rules screen controls which ~
policy conditions and results are available here for use in policy rules.

Conditions

Compound Condition:

Condition:

Dictionary: Attribute:

[AD-aD1  [ExtenalGroups || select
Operator: Value:

Select | Deselect | Clear

Current Condition Set:

Replace V

AD-AD1:ExternalGroups contains any cisco.local/Users/Lobby Admins

v
Undo | Preview
Results
Identity Groupil “ Selec% it
v

Carc

Step 14: Select the Cisco Secure ACS identity group (Example: Lobby Admins) that will be mapped to the Active
Directory group specified in the Current Condition Set, and then click OK.

| Fier [ v Maten if: | V] [eo] ~ |

Name 4« Description

« All Groups Identity Group Root

Network Admins

| Create || Duplicate | | Delete ‘ [ | File Operations | | Export |
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Step 15: Press OK to complete the group mapping.

The Customize button in the lower right area of the policy rules screen controls which A
policy conditions and results are available here for use in policy rules.

Conditions

Compound Condition:

Condition:

Dictionary: Attribute:

|AD—AD1 VlExtemalGroups | Select
Operator: Value:

‘ Select IDeseleclI Clear ‘

Current Condition Set:

Add ~ || Edit [| Replacev” Delete J

AD-AD1:ExtemnalGroups contains any cisco.local/Users/Lobby Admins

v

Undo | Preview

Results
Identity Group: |N\ Groups:Lobby Admins H Select ‘

» (4 My Workspace Access Policies > Access Services > Default Device Admin > Group Mapping
» %) Network Resources
B () single result selection ®) Rule based result selection
» @3 Users and Identity Stores T AT
» S Policy Elements
8 Poley Filter:  Status ™| Match if. [Equals V|| V| [ Clear Filter -
> [ ol
| e I Conditions Results a
us  Name
- PR EANEES Compound Condition Identity Group
| Service Selection Rules
B : Rule-
~ © Default Device Admin i O e AD-AD1 1ps contains any cisco. Device Admins Al Groups:Network Admins 4
Identity 1
Group Mapping Rule
e A0 e | AD-AD1:ExtemalGroups contains any cisco.local/Users/Lobby Admins All Groups:Lobby Admins 0
» O Default Network Access a
» © NAM Admin
* Max User Session Policy
Max Session User Setfings
Max Session Group Settings.
» Monitoring and Reports.
» 8% System Administration
< >
= [] Defaut If no rules defined or no enabled rule matches Al Groups 1
Save Changes, Discard Changes
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Next, create a shell profile for the WLCs that contains a custom attribute that assigns the user lobby admin rights
when the user logs in to the WLC.

Step 17: In Policy Elements > Authorization and Permissions > Device Administration > Shell Profiles, click
Create.

Step 18: Under the General tab, in the Name box, enter a name for the wireless shell profile. (Example: Lobby
Admins)

Step 19: On the Custom Attributes tab, in the Attribute box, enter role1.
Step 20: In the Requirement list, choose Mandatory.

Step 21: In the Value box, enter LOBBY, and then click Add.

/€ Cisco Secure ACS - == o =)

@Ov [ hetps://1044815/acsadmin/ = i CentficateError [ 47 & |

iy Favorites | @ Cisco Secure ACS

acsadmin  acs-1 (Primary)  Log Out

» G iy Warkspace Palicy Elements = and Permis = Device i = hel Proflles » Creste

» &) Network Resources

General | Common Tasks | Custorn Attributes

» @ Users and ldentity Stores

Common Tasks Aftributes
Aftribute Requirement

S

~ Session Conditions
Date and Time
Custom
» Netwark Conditions
= Authorization and Permissions
» Metwork Access
+ Device Administration

e Manually Entered

» Mamed Permission Objects Aftribute Reguirement Waluge

» [ Access Polities

» [ Wonitoring and Reports

» B Gystem Administration

[rasi |} e ) (Reviacer) (bt |

Aftribute: rolet

Reguirement: Mandatory ~

Affribute

Value: Static -

Loegy

Step 22: Click Submit.

Next, you create a WLC authorization rule.

Step 23: In Access Policies > Default Device Admin > Authorization, click Create.

Step 24: In the Name box, enter a name for the WLC authorization rule. (Example: Lobby Admin)

Step 25: Under Conditions, select Identity Group, and then in the box, enter All Groups:Lobby Admins.

Step 26: Select NDG:Device Type, and then in the box, enter All Device Types:WLC.
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Step 27: In the Shell Profile box, enter Lobby Admins, and then click OK.

General
Mame: Lobby Admin Status: Enabled > @
The Customize button in the lower right area of the policy rules screen controls which
policy conditions and results are available here for use in policy rules.
Conditions
Identity Group: in ~+ All Groups:Lobby Admins
[C] NDG:Location:  -ANY-
NDG:Device Type: in ~ Al Device Types:WLC
[Tl Time And Date: ~ -ANY-
[T Protocol: -ANY-
Results
Shell Profile: Lobby Admins

Step 28: Click Save Changes.

LTIk Configure the internal WLCs for a guest

When a client connects to the guest SSID, the client must be anchored to the controller in the DMZ. The guest
clients’ traffic is tunneled from the wireless controller where the access point (the foreign anchor controller) is
registered to the guest controller in the DMZ (the anchor controller). The wireless client is then able to obtain
an IP address from the DMZ, and in essence appears as a host on the DMZ network. The clients’ traffic is then
redirected to the web authentication page located on the guest controller. The client will not be authorized to
connect with any IP protocol until it presents credentials to this authentication page.
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Step 1: Access the internal WLCs that are providing foreign anchor controller services to the anchor controller in
the DMZ. On the WLANS page, in the list, choose Create New, and then click Go.

Saye Configuration ~ Ping  Logout Refresh

Ccisco MONITOR  WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANSs WLANs Entries 1 -2 0f 2
- WLANS Current Filter:  None [Change Filter] [Clear Filter] roerorr— S
WLANS
» Advanced
7 Wean Admin
n Type Profile Name WLAN SSID Status  Security Policies
01 WLAN WLAN-Data WLAN-Data Enabled  [wPA2][Auth(802.1X)]
M| 2 WLAN Veice WLAN-Voice Enabled  [WPA2][Auth(802.1X)]

Step 2: Enter the Profile Name. (Example: Guest)

Step 3: In the SSID box, enter the guest WLAN name, and then click Apply. (Example: Guest)

Save Configuration ~ Ping  Logout Refresh

cisco MONITOR ~ WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANS > New < Back Apply
- WLANS Type WLAN -
WLANS

Profile Name Guest

> Advanced
SSID Guest
jir) 3 -
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Step 4: Click the Security tab, and then on the Layer 2 tab, in the Layer 2 Security list, choose None.

Save Configuration ~ Ping  Logout Refresh

MONITOR NTROLLER ~ WIRELESS CURITY ~ MANAGEMENT ~COMMANDS HELP FEEDBACK
WLANs WLANSs > Edit 'Guest’ < Back Apply
- EANE | General ‘| Security |’ Qos ‘|’ Advanced ‘|
WLANS
» Advanced Layer2 | Layer3 | AAAServers |

Layer 2 Security € None -

[C] 29Mac Filtering

Foot Notes
1 Web Policy eannot be used in combination with IPsec

2 H-REAP Local Switching is not supported with IPsec, CRANITE suthentication

3 When elient exclusion is enabled, a Timeout Value of zero means infinity (will require administrative override to reset excluded clients)
4 Client MFP is not active unless WPA2 is configured

5 Learn Client IP is configurable only when HREAP Local Switching is enabled

& WMM and open or AES security should be enabled to support higher 11n rates

7 Multieast Should Be Enabled For IPVS.

& Band Select is configurable cnly when Radio Policy is set te 'All'

9 Vslue zero implies there is no restriction on maximum clients aliowed.

10 MAC Filtering is not supported with HREAP Local authentication

11 MAC Filtering should be enabled.

12 Guest tunneling, Local switching, DHCP Required should be disabled.

13 Max-associsted-ciients feature is not supported with HREAP Local Authentication.

Step 5: On the Layer 3 tab, select Web Policy and enable sleeping client support. Sleeping client support
prevents wireless clients that enter sleep mode from having to re-authenticate when they are awakened.

Saye Configuration  Ping  Logout Refresh

cisco MONITOR WLANS CONTROLLER  WIRE SECURITY MANAGEMENT COMMANDS ~HELP  FEEDI
WLANSs WLANSs > Edit "Guest' < Back Apply A
- LS [ General | Security | Qos | Policy-Mapping | Advanced |
WLANs
» Advanced [ Layer2 ‘| Layer 3 |' ms.amrs“

Layer 3 Security 2
® puthentication

© Passthrough

© conditional Web Redirect

O splash Page Web Redirect

© on MaAC Filter failure®®

Preauthentication ACL 1Pva [Pre-Auth-for-External-Web-Server v|  IPus.

Sleeping Client M Enable

WebAuth FlexAcl

Sleeping Client Timeout(1 to 720 Hrs) 12

Over-ride Global Config [ ] Enable

Step 6: On the QoS tab, in the Quality of Service (QoS) list, choose Bronze (background).

Deployment Details August 2014 Series
255



Step 7: Enable application visibility by selecting Enabled and then click Apply.

I|I I|I Saye Configuration Ping Logout Refresl
orfverfe,
CISCco MONITOR ~ WLANS CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANSs > Edit ‘Guest’ < Back Apply
+ WLANs v — — o
TS General | Security | QoS | Policy-Mapping | Advanced |

» Advanced A
Quality of Service (QoS) Bronze (background) ¥
Application Visibility ] Enabled
AVC Profile

Netflow Monitor

Override Per-User Bandwidth Contracts (kbps) 2
DownStream  Upstream

Average Data Rate 1

Burst Data Rate |

Average Real-Time Rate [0 |

Burst Real-Time Rate R

[LCtear ]

il

Step 8: On the General tab, to the right of Status, select Enabled, and then click Apply.

aliali, Save Configuration ~ Ping  Logout Refresh
cisco MONITOR WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANSs > Edit "Guest' < Back Apply
= PRIANS General |’ Security ‘|’ Qos T Advanced ‘|
WLANs
L Rovznzed Profile Name Guest
Type WLAN
SSID Guest
Status Enabled
Security Policies [WPA2][Auth(802.1X)]

(Modifications done under security tab will appear after applying the changes.)

Radio Policy Al -
Interface/Interface .
Group(G) management v

Multicast Vlan Feature ] Enabled

Broadcast SSID Enabled

Foot Notes
2 H-REAP Local Switching is not supported with IPsec, CRANITE authentication

3 When client exclusion is enabled, a Timeout Value of zere means infinity (will require administrative override to reset excluded clients)
4 Client MFP is not active unless WPA2 is configured

5 Learn Client IP is configurable only when HREAP Local Switching is enabled

& WMM and open or AES security should be ensbled to suppart higher 11n rates

7 Multicast Should Be Enabled For 1PV,

& Band Select is configurable only when Radio Policy is set to 'All"

¢ Value zere implies there is no restriction on maximum clients allowed.

10 MAC Filtering is not supperted with HREAP Local authentication

11 MAC Filtering should be enabled.

12 Guest tunneling, Local switching, DHCP Required should be disabled.

15 Max-associated-clients feature is not supported with HREAP Local Authentieation.

Step 9: Click Back.
Step 10: Hover over the blue list next to your guest WLAN, and then click Mobility Anchors.

Step 11: In the Switch IP Address (Anchor) list, choose the IP address of the guest controller. (Example:
192.168.19.54)
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Step 12: Click Mobility Anchor Create, and then click OK.

aliali ation | Ping | Logout Refresh
CIsco ILLER CURITY N co HELP F
WLANs Mobility Anchors < Back
* WLANSs
WLANS WLAN SSID Guest-10k
¥ Advanced
Switch IP Address (Anchor) Data Path Control Path
192.165.19.54 up up -]

Mobility Anchor Create |

Switch IP Address (Anchor) {local) ~

Step 13: Repeat Step 1 through Step 11 for every internal controller in your organization.

I -Te[I[f-W B Create guest accounts

Now you can use the lobby administrator account to create usernames and passwords for partners, customers,
and anyone else who is not normally granted access to your network.

Step 1: Using a web browser, open the DMZ wireless LAN controller’s web interface (Example: https://guest-1.
cisco.local/), and then log in using your LobbyAdmin account with the username and password created in Active

Directory. (Example: LindaLobby/C1sc0123)

Step 2: From the Lobby Ambassador Guest Management page, click New.

cisco Lobby Ambassador Guest Management Logout | Refresh | Help

Guest Management Guest Users List N“’

User Name WLAN SSID Account Remaining Time Description

Step 3: Create a new username and password, or allow the system to create a password automatically by
selecting Generate Password.

cisco Lobby Ambassador Guest Management Logout | Refresh | Help
Guest Management Guest Users List > New < Back Apply
user name
Generate Password
Password
Confirm Password
Lifetime day
Guest User Role O A The generated password For this user is BiNCE4yY
WLAN SSID [any wian
Description

Step 4: Click Apply. The new user name and password are created.
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With a wireless client, you can now test connectivity to the guest WLAN. Without any security enabled, you
should receive an IP address, and after opening a web browser, you should be redirected to a web page to enter
a username and password for Internet access, which will be available to a guest user for 24 hours.

Configuring Cisco ISE Sponsor Portal Services

1. Configure Cisco ISE Sponsor settings

2. Configure Cisco ISE guest authentication policy

A sponsor portal provides a web-based interface to privileged users, or sponsors, within an organization that
allows the creation and management of guest wireless accounts. This process covers the steps required to
customize the sponsor portal and to configure general sponsor settings, which govern how sponsors access
customized web portals for the creation and management of guest accounts.

Setting up the portal is a two-part task. First you need to configure sponsor settings and specify who can create
guest accounts, and then you need to configure guest settings.

A sponsor group defines which privileges are available to the sponsor after the sponsor has been authenticated.
These privileges determine the menu options that are available, the guest accounts that can be managed, and
the network access privileges that can be granted to a guest through role assignment and time restrictions.
Organizations should set up sponsor groups according to their own InfoSec security policy. The privileges that
are assignable are:

- SponsorAllAccounts—The sponsor in this group can manage all guest accounts.

- SponsorGroups—The sponsor in this group can manage all guest accounts created by sponsors in the
same sponsor group only.

- SponsorGroupOwnAccounts—The sponsor in this group can manage only guest accounts that the
Sponsor created.

For this deployment, new groups are not required because the SponsorAllAccounts default group is sufficient,
but the following steps detail how to build a new group in order to show the different settings available when
setting up groups.

Configure Cisco ISE Sponsor settings

Centralized Web Authentication (CWA) using Cisco ISE allows for email and SMS text messages to be

sent to guests with their account credentials. In addition, ISE also uses SMTP to send email notifications to
administrators for various alarm conditions that may arise over time. Both of these functions are accomplished
through the configuration of an SMTP email server which must be able to use ISE in order to enable this
functionality. Before you begin, ensure that the following conditions are met:

- A functional SMTP server is available to Cisco ISE and has the capabilities to forward emails to other
email servers and and/or users.

- Athird-party SMS gateway account that allows notifications to be sent in email format as SMS text
messages.
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Step 1: In the Cisco ISE admin management web interface, navigate to Administration > System > Settings >
SMTP Server, and then enter the location of the SMTP server that should be used to send guest wireless
account notifications after creation. Emails can be sourced from either the sponsor’s email address or from a
global address.

Step 2: Click Save.

a1 | sdmn | logot | Fesdback
Services Engine
ng /) Home Operations|v  Policy| v  Administration | v

oo System G Identity Management g NetworkResources [ Web Portal Management |, Feed Service

Deployment  Licensing  Certficates  Logging ~ Maintenance  Backup & Restore  Admin Access | ISERGSIN

Settings SMTP Server Settings

nt Provisioning * SMTP Server | emall.cisco.local | (e.g email.example.comy

dpoint Protection Service

PS Mode

2 Alarm Settings

> [ rosture (@) Enable Notifications
= profing

Protocols

Guest User Settings
@®  Use email address from Sponsor ® EEEECETES

O use Defauit email address

* Default email address

(5o [

) kelp Notifications (0)

Step 3: Navigate to Administration > Web Portal Management > Settings, double-click General, and then, in
the list, choose Portal Theme.

This page defines the sponsor portal layout and is where you configure customizations for the portal page.
Notice that there are both general portal style settings as well as mobile device style settings. Make any
necessary adjustments as necessary if a customized sponsor portal is required.

setog s ) logt | Fetak [ O]
Services Engine
ngi 7 tome Operations|v  Policy| v  Administration | v et ~ )

ofo System S Identity Management [ NetworkResources [zt Web Portal Management [ Feed Service

Sponsor Group Policy  Sponsor Groups | SSRGS

Settings Portal Theme
v £ Generl
Ejpotalinemey, Style Settings
i= Ports .
= Login Fage Logo [ipe reur T o bloesrs
i Purge
N * Login Page Background Image [use pefault | ~ ] splash_ciscopng
s L a—— L
" W Ges * Banner Background Image [use pefautt [ ] header.prg

* Login Background Color [ Show Color _ NN
* Banner Background Color [ Show Color _ [N
* Banner Text Color [ show coior NN

* Banner Link Color [“show color . NN

Mobile Davice Style Sattings

“tago rsge (oot 7] mbietssospa

* Banner mage [Usepofoult | + | Jpg
* Banner Background Color [ show coor [N
* Banner Text Color [ ffffff [ show Color [
Display Settings

[ pisplay pre-login banner
[ pisplay post-login banner
Note: The (login/banner) background image will always override the background color unless the background image is transparent.

| Restore Factory Defauits |

Save || Reset

€ Help Notifications (0)

Step 4: Navigate to Administration > Identity Management > Identity Source Sequences, and then click
Sponsor_Portal_Sequences.
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Step 5: In the Available list, choose the AD identity store, AD1, and then move it to the top of the Selected list.
This forces Sponsor authentication to use the AD database first and the Internal Users database second.

ie-1 | admn | Logout | Feedback
4 Home Operations | v  Policy | v Administration | v

of System 51 Identity Management g NetworkResources  [tt] Web Portal Management [, Feed Service
Mentties  Groups  EBxternal Identity Sources || IGERUR SOUNCEISEQUENCEST]  Settings

Identty Source Sequences List > Sponsor_Portal_Sequence
Identity Source Sequence
v Identity Source Sequence

*Name | sponsor_Portal_Sequence

Description | A buiit-in Identity Sequence for the Sponsor Portal

v Certificate Based Authentication
[ select Certificate Authentication Profile
v Authentication Search Lit

A set of identity sources that will be accessed in sequence until first authentication succeeds

Awilable Selected

Tnternal Endpoints
Guest Users

B

Internal Users.

k&)
K&

<

w Advanced Search LEt Settngs

Select the action to be performed if a selected identity store cannot be accessed for authentication

() Do not access other stores in the nd set the " " attribute to "P
(&) Treat as if the user was not found and proceed to the next store in the sequence

- T

€ ep Notifications (0)

Step 6: Click Save.

Step 7: Navigate to Administration > Web Portal Management > Sponsor Groups, and then click Add.
Step 8: Give the new group a name. (Example: OrganizationSponsorAllGroup)

Step 9: On the Authorization Levels tab, set the Account Start Time and Maximum Duration of Account in
accordance with your InfoSec policy. (Example: 1 Day each)

Bel | admin | Logout | Feedback
7 Home Operations|¥  Policy| ¥  Administration | v

ofs System 51 Identity Management [ NetworkResources  [1) Web Portal Management |, Feed Service
Sponsor Group Folicy [ ISPORSONGIOUPSIN| ~ Settings

Sponsor Group List > New Sponsor Group
Sponsor Group

General Authorization Levels Guest Roles Time Profiles

Allow Login
Create Single Account

Create Random Accounts

i
.

g
.

impon s

Send s

View Guest Password Yes v
Allow Printing Guest Details Yes v

View/Edit Accounts

Suspend/Reinstate Accounts

All Accounts

JI

All Accounts

* Account Start Time

* Maximum Duraticn of Account

Days (Valid Range 1 to 999999995)

Il

Days (Valid Range 1 to 999999995)

(oo JEET2N

] »

€ tep

Notifications (0)

Step 10: In the Guest Roles section, select SponsorAllAccount.
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Step 11: On the Time Profiles tab, in the Available list, select DefaultFirstLoginEight and DefaultStartEnd and
move it to the Currently Selected list. Remove DefaultEightHours from the Currently Selected list.

ise-1 | admin | logout | Feedback | O
4 Home Operations | v Policy| v Administration | v
—

ofo System &% Identity Management [ Network Resolrces | [ Web Portal Management | [ Feed Service

Sponsor Group Poicy | Sporisor Groups  Settings

Spansor Group List > OrginizationSponsorAllGroup o

Sponsor Group

General Authorization Levels Guest Roles Time Profies

Available

- Cte
« efauiirst oginigh

Step 12: Click Submit.

i

Next, you configure policies that define the sponsor group that is assigned to a sponsor, based on login
credentials and other conditions.

Step 13: Navigate to Administration > Web Portal Management > Sponsor Group Policy.

Step 14: Next to Manage All Accounts, under Identity Groups, click the + symbol, and then choose Any.

Wel | admn | logout | Feedback yel
/)y Home Operations| v  Policy| v  Administration | ¥

ofo System 5 Identity Management [ NetworkResources [zt Web Portal Management [, Feed Service
[SEESGOROGI Sporsor Groups  Settngs

Sponsor Group Policy o

Define the Sponsor Group Policy by configuring rules based on identity groups and/or ather conditions. Drag and drop rules to change the order.
Status  Policy Name Identity Groups Other Conditions Sponsor Groups

Manage All Accounts.

b |SponsorAHAcc0um ¢ [Condition(s) & Jthen & Aoy

SponsorAllAccounts

‘SponsorGroupGrpAc counts ¢ itity Groups
i@ - [Manege Oun Accouns - b —3

& |then O A
@ =- .
SponsorGroupOwnAccounts <>
w Any
() Yser Wentity Groups >
() £ndpoint Ientity Groups >
< . ] b
) wep Notifications (0)
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Step 15: Under the Other Conditions column for Manage All Accounts, click the + symbol, and then select

Create New Condition.

el | admin | Logowt | Feedback

/) Home Operations| v  Policy| v  Administration| v
—

ofo System 51 Identity Management [ NetworkResources  [zt) Web Portal Management [, Feed Service

o e—

Sponsor Group Policy &
Define the Sponsor Group Policy by configuring rules based on identity groups and/or other conditions. Drag and drop rules to change the order.
Stats  Policy Name Identity Groups Other Conditions Sponsor Groups
« |Manage All Accounts [any &]and [ Condition(s) < then & Ad

\%1
m- ’W‘ o @ Select Existing Condition from Library | i) or | Create New Condition (Advance Option) | i
SponsorGroupGrpAccounts -

+ [Menage Own Accounts [Sponsorown]

SponsorGroupOwnAccounts, H

Step 16: Under Expression, next to Select Attribute, click the down arrow. The menu opens.

Step 17: Next to AD1, click the > symbol, and then choose ExternalGroups.

4 tome  Operations| v  Policy| v  Administration | v
ol Sysem S Mentity ] s [ Web Fortal i) Feed Senvice
ISR s o setas

Sponsor Group Policy

Define the Sponsor Group Policy by configuring rules based on identity groups and/or other conditions. Drag and drop rules to change the order.
Status  Policy Name: Identity Groups. Other Conditions Sponsor Groups

EE . [ Manage All Accounts [y  dp|and [Condition(s) = |then
SponsorAllAcc ounts:

[} Add All Conditions Below to Library
el oo coms
o ‘ B e[ ]

@ - [Manege Own Accounss ¥ [Sponsorown] Lol
SporsorGrpOCCaS C—»

@ [=- =
@ IdentityAccessRestricted

© ExtemalGoups

[ [

€ hep Notifications (0)
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Step 18: In first drop-down list, choose Equals, and then, in the second drop-down list, choose the AD group
yourdomain.local/Domain Users, which was added earlier in Step 3 of Procedure 7, “Configure Cisco ISE to use
Active Directory”.

el | admn | Logout |
ine i L
¢* Home Operations|¥  Policy| ¥ Administration | v

c:{:a System :il Identity Management i Network Resources E‘ Web Portal Management E Feed Service
ISR v o setis

Sponsor Group Policy

Define the Sponsor Group Policy by configuring rules based on identity groups and/or other conditions. Drag and drop rules to change the order.

Status  Policy Name Identity Groups Other Conditions
i@ - |Manage All Accounts | ¢ [ &> |and  [ADTExtemalGroups EQUALS ciscoloca.. < [then
[ Add All Conditions Below to Library
Condition Name Expression then
SponsorGrou| |AD1:Bd=meleups o ‘ ’ Equals " |kis:u.|oca|f*] 9.
i cisco.local/Users/Domain Users
i - |E ithen

| SponsorGroupOwnAccounts & |

Step 19: In the Sponsor Groups list, ensure the default, SponsorAllAccounts, is selected, and then click Save.

bel | odmn | Logout | Feedback
jine. ey
/i) Home Operations|w  Policy| v  Administration | v

ofo System 52 dentty =] [ag] Web Portal oy Feed Sevice

ISR sporsr caps  seuros

Sponsor Group Policy

Define the Sponsor Group Policy by configuring rules based on identity groups andjor other conditions. Drag and drop rules to change the order.

Status  Policy Name Identity Groups Other Conditions Sponsor Groups

i@ -~ [Manage Al Accounss 7 [Ay Lland  [AD EQUALS cisco.loca. o ]ihen  [SponsorAliAccounts. )@ Acionse
i@ v [Manege Group Accouns o <pland  [Condition(s) G lthen [ S Acions
im- 5 [SpomoowAccous T [Contitons) Tven  [Sporsororoupowiaceouts G i Actonse

Configure Cisco ISE guest authentication policy

In versions of Cisco ISE prior to ISE 1.2, ISE allowed each portal defined to support either guest, Central

Web Authentication (CWA), or both. Starting in ISE 1.2, the guest users created by the sponsor are no longer
displayed in the local identity store. Instead they are stored within the Guest Sponsor identity store and visible
within the sponsor portal provided that the sponsor has the proper rights to view the guests accounts created.

As a result, guest user authentication requests may fail since the local identity store is used by default. In order
to use the guest user identity store as opposed to the internal identity store, you need to create a policy that is

triggered when a RADIUS authentication request comes from a guest anchor controller within the Internet edge
DMZ.

Step 1: Within Cisco ISE, navigate to Policy > Authentication, select the down arrow to the right of Edit for the
Dot1X policy, which came as part of the default ISE installation, and then click Insert new row below as shown.

L
) Home Operatons| v pokcy| v Adminktraton v m

[5 Authentication  [o] Authortation .5 Profing  [#) Posture [ Clent Provisoning [ Securty Group Access ¢, Polcy Ekments

Authentication Policy

Define the Authentication Polcy by selecting the protocolsthat ISE shoud use. wh the and the ientty It shoud use
PoicyType O Sl ® Rul-Based

= o s on o e e 5 =
Defautt use Intemal Endponts
i Dot1X 1 I wzgﬁn&ly{gﬂ Allow Protocols : Default Network Access: and
Dotk o m < T
:is{::ebebw "
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Step 2: In the Rule Name box, remove the “Standard Rule 17 name and replace it with a meaningful name
such as Wireless Guest Authentication. In the If Condition(s) box, click the + and then choose Create New
Condition (Advanced Option).

5B~ [GuestViicless Autrentcation | ¢ If [Conditon(s) ‘=] Alow Protacos Hsekect Network Ac O] ad

Select Exsting Condtion from Lbrary | ) or (_Create New Gondtion (Advance Opton) J
Dt : v Actions ~

Step 3: Under Expression, click the down arrow to the right of Select Attribute, and then click the arrow to the
right of DEVICE.

' £ Home Operations| ¥ polcy| v Administration | ¥ -
Bichionares

[2] Authentication  [] Authorization |5 Profiing [ Posture [ Cllent Provisioning | ments
Authentication Policy SU="
Define the Authentication Polcy by selecting the protocols that ISE shoukd use to communicate weth the n = e , @t should use for authentication.
Polcy Type O Simple~ (®) Rule-Based e
5 o »
(5 cuco-ssr »
MAB i IF Wired_MAB OR E= and
Wirgkss MAB (5 Caeo-vn5000 ,
(3 Merosoft »
B poux I Wied 802.1X OR 5 NemorkAccess N and
Wirgless_802,1X
Radus
Defaul use ADL = '
- # [@ - | GuestWireless Authenticaion | : I [ Select Atiibute =3 @] ad _
= Add All Condtions Below to Library
o e | Condition Name Expression
Q Select Attrbute | 0] © &

Next, ensure the policy triggers when a guest wireless LAN controller device type is responsible for the
authentication request.

Step 4: Select Device Type for the Selection Attribute, leave Equals as the default condition, click the down
arrow to the right of the Device Type, and then choose All Device Types#WLC-Guest. The WLC-Guest Device
type was created previously in Step 6 of Procedure 6 above.

'@m Operations| ¥ polcy| v Administration | ¥ -

[2] Authentication ~ [s) Authorization  [.¢] Profiing [ Posture |5 Clent Provisoning [ Securty Group Access g2, Policy Ek

Authentication Policy a-=-
Define the Authentication Policy by selecting the protocols that ISE should use to communicate with the network devices, and the identity sources t
o Al Device Types i
Polcy Type O Simple @ Rule-Based L
o All Device Types#WLC-Guest
. 5 Aoz B
H MAB : If  Wired_MAB OR Allow Protocols @ Default Network Act
Wireless_MAB Airespace 3
B Defaut use Intemnal Endpoints [ ceRTIFICATE >
(5 Cseo >
B Dotix : If Wied_802.1X OR Allow Protocols © Default Network Act = ciocp-sasns N
Wireless_802.1X
Cisco-VPNZ000
Default use ADL = ’
& peier >
" 2 B - [Guestiireless Authentcaton | I | Select Atribute < | Alow Protocoks :[select Network Access | L &7t >
H £ Guest B
[ Add Al Conditions Below to Library £ sty s
e ve| Condition Name Expression .
& DEVICE:Device T... & | [Equas = | [AllDevice Types#. [ |} .

Step 5: In the Allow Protocols: Select Network Access box, click the down arrow, and then, under Allowed
Protocols, select Default Network Access.

2 [ - [Guestwireless Authenscation | ¢ I [DEVICE Device Type EQUALS De. <] Alow Protocos : efauk Network Access and Done
Default i Use [GuestUsers < @ =- B Actions
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Step 6: Click the + for the Use.

Step 7: Next to the Identity Source box, click the down arrow, and then choose Guest Users as the Identity
Source that will be used for authentication requests matching the If condition—namely RADUIS requests from the

Internet edge guest anchor controllers.

L
4 Home Operations| ¥ Poicy| v Admistration | ¥ Setup Assitant )|
"Ta] Authenticton [Tla] | @ B 3
2] Authentiaton  [o) Authoraation ] Profing (@) Posture [ Clent Provoning =) Securty Growp Accsr, 8, Polcy Epents
Authentication Policy
Define the Authentication Polky by selecting the protocos that ISE should se to communicate with the network devices, and | Ga v | =+ . uthentication
PokyType O Smpe  © Ruk-Based 8 IntemalEndponts
8 Intemal iers
1 s ¥ Wied MABOR Alow protocols nd Eat |
Wisks Mag
Defauk use. Intemal Encponts s Ao
8 WyDevices_Portal_Sequence
3 Dotix I Wied 802.1X0R Alow Protocols . sponsr_ ortal Sequence nd et v
WiekeSs_802.1X
8 Guest_portal sequence
Default use ADL
u Demyacss
{5 B+ [Guestviveless Ashentcation | If Alow Protocos o . Done
Defaull : Use [GuestUsers Actions +
wentty SourcelGuesivees [T
options
F authentication faied|
T user not found[Repct |~
Wpocessfaedfoep | -]
ek s e Note: For authentications using PEAP, LEAP, EAP-FAST or RADIUS MSCHAP B
it s not possble to continue processing when authentcatin fas of ser & not found.
I contine opton & sected  these cases, requests wi be reected.

Step 8: In the upper right corner, click Done, and then click Save. The Authentication Palicy is saved.

Done.

8- reless Autentcaion | ¢ If [ Type EQUALS Al ] Alow Protocoks :efauk o] = .

¢ Use [GuestUsers & Actions +

Default
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Configuring Cisco ASA Firewall and Cisco ISE for Guest
Wireless

1. Create network objects

Create Cisco ASA security policy for Cisco ISE

Configure firewall policy for web portal

Configure the WLC for ISE Server

Modify guest WLAN on Cisco AireOS WLC to use Cisco ISE

Enable the guest wireless LAN

Soe O & e N

Enable captive portal bypass

If there is a firewall between the guest WLC and the Cisco ISE server, you need to allow UDP/1812 and
UDP/1813 for RADIUS authentication and accounting, respectively.

Create network objects

The use of objects and group objects in Cisco ASA make the configuration of the ASA appliance more easily
understood. The following steps create a series of objects that represent the WLCs in your environment.

OOy Reader Tip

The number of ISEs in your environment may vary. The list below is based on two ISE
servers providing authentication services.

Table 32 - Identity Server Engine network objects

Network object name Object type IP address
internal _ISE-1 Host 10.4.48.41
internal _ISE-2 Host 10.4.48.42

Step 1: Navigate to Configuration > Firewall > Objects > Network Objects/Groups.

Step 2: Repeat Step 3 through Step 6 for all objects listed in Table 32. If the object already exists, skip to the
next object in the table.

Step 3: Click Add > Network Object.

The Add Network Object dialog box appears.
Step 4: In the Name box, enter a description of the WLC. (Example: internal _ISE-1)

Step 5: In the Type list, choose Host.
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Step 6: In the IP Address box, enter the WLC’s management interface IP address, and then click OK. (Example:
10.4.48.41)

F2j Add Network Object (23w
Marnme: inkernal_ISE-1
Type: :chst -
IP Wersion: @ IPvd () IPve
IF address: 10.4.45.41
Descriptiaon: ISE1 Server|
NAT ¥
[ (04 ] [ Cancel l [ Help

After adding the network objects listed in Table 32, you create network object groups that contain each of the

ISE servers in your environment. Creating network object groups simplifies the security policy configuration for
similar network objects.

Table 33 - Wireless LAN controller object groups

Network object group Network objects Group description
internal-ISE-Servers internal _ISE-1 Internal ISE Servers
Internal _ISE-2

Step 7: Click Add > Network Object Group.
The Add Network Object Group dialog box appears.

Step 8: In the Group Name box, enter a name for the group. (Example: internal-ISE-Servers)
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Step 9: For each network object listed in Table 33, select the network object in the Existing Network Objects/
Groups list, and then click Add to move each network object into the Members in Group list.

Add Network Object Group

Group Name:  internal-ISE-Servers

Description:

(@) Existing Network Objects/Groups:

Members in Group:

£

- B dmz-drmvpr-1

- B dmz-dmvpn-2

- B drmiz-esarc100v-1SPa

- B dmz-esa-c100v-1SPh

-l dmz-guests-netwark-1SPa
- & drmz-networks

- B dmz-wehserver1-15Pa

- B dmz-webserver 1-1SPb 192.162.16,100

B Araruel zarwar 2-TSP= 182 1AR 1A 101
< | 11l | »

192.168.18.10
192.168.18.11
192.168.17.25
192.168.17.25
192.168.28.0 255.2
192.168.16.0 2552
192.168.16.100

Marne IP Address et
58 drz-guests-network 192.168.28.0 295.2
8 dmz-management-network  192.168.23.0 2552
8 drmz-web-network 192.168.16.0 255.2—
18 dmz-wlic-netwark 192.168.19.0 2552
=8 inside-network 10.4.24.0 Bk
=8 outside-16-network 172.16.130.0 255,
= outside-17-network 172.17.130.0 2552

() Create new Network Object member:

Marne: (optional)

P Address

< | 1

Metrask

Type: Host. A
1P Version: @1Pva  ([O)IPve
IP Address:
= ] l Cancel ] l Help ]

Step 10: Review the configured network object groups for completeness, and then click OK.

Configuration > Firewall > Objects > Network Dbjects/Groups

(= Network Object Groups
{8 dmz-wle-group
dmz-wlc-redundancy-group
re

B internal_ISE-1
B internal_ISE-2
{8} infernakwic-group

10.4.48.41
10.4.48.42

Size: 2

internal_ISE-1
internal ISE-2

ISE 1 Server
ISE 2 Server

[t
% add - & Edit ] Delete | Q Where Used @ Mot Used

Filter: Filter|Clear
Narme o IF Address Metrm... Description Object NAT ...

Network Objects

Internal Wireless LaN Controllers

Create Cisco ASA security policy for Cisco ISE

If you are using the shared guest WLC deployment model, in which the WLC resides on the internal network, skip
to Procedure 3. If you are using the dedicated deployment model, in which the WLC resides on the Internet DMZ,

continue to the next step.

Step 1: On the Internet edge ASA appliance, navigate to Configuration > Firewall > Access Rules.

Table 34 - Firewall policy rules for Identity Services Engine

Logging Enable |
Interface | Action | Source Destination Service Description Level
Any Permit | dmz-mgmt- | internal-ISE- udp/1812, | Allows WLCs to communicate to Selected / Default
wlan-network | Servers udp/1813 internal ISE servers using RADIUS
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Step 2: Click the rule that denies traffic from the dmz-networks toward the internal network.
Step 3: Click Add > Insert.

Step 4: In the Interface list, choose the interface. (Example: Any)

Step 5: For the Action option, select the action. (Example: Permit)

Step 6: In the Source box, choose the source. (Example: dmz-mgmt-wlan-network)

Step 7: In the Destination box, choose the destination. (Example: internal-ISE-Servers)
Step 8: In the Service box, enter the service. (Example: udp/1812, udp/1813)

Step 9: In the Description box, enter a useful description

Step 10: Select or clear Enable Logging. (Example: Selected)

Step 11: In the Logging Level list, choose the logging level value, and then click OK. (Example: Default)

[ Add Access Rule

Interface: - Any - -

action: (@) Permit () Deny

Source Criteria

Saurce: 192.168.19.0/24 (]
User: E]
Security Group: &)
Destination Criteria

Destination: internal-ISE-Servers B
Security Group: E]
Service: udp/1812, udpf1813 E]

Allowes WLCs to compnunicate to internal ISE servers using RADIUS
Description:

Enable Logging

Logging Level: :Defau\t v:

More Dptions ¥

Ok, %7] [ Cancel ] [ Help

Step 12: After adding the rule in Table 34, click Apply on the Access Rules pane.

--. Cs to communicate to internal ISE servers
3

=8 dmz-networks D Deny Deny traffic from the wireless guest network to the internal and dmz resources
=8 internal-network
31 8 dmz-guest-wlan-network/22 @ any e ip + Permit a7 Allow Wireless DMZ users access o the Internet
32 o drmz-netwarks @ anyd 15 0p @ Deny T 2. Dery IP traffic from DMZ to any other netwark.
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Configure firewall policy for web portal

Wireless guest clients need access through the firewall to the Cisco ISE server in order to access the web portal
for their authentication requests.

Step 1: On the Internet edge ASA appliance, navigate to Configuration > Firewall > Access Rules.

Table 35 - Firewall policy rule for ISE Web Portal

Logging Enable
Interface | Action | Source Destination Service Description [ Level
Any Permit | dmz-guest- internal-ISE- tcp/8433 | Guest Client Web Portal access for | Selected / Default
wlan-network Servers Authentication Requests

Step 2: Click the rule that denies traffic from the dmz-networks toward other networks.

Deny traffic from the g etwork to the internal and dmz resources

Step 3: Click Add > Insert and then, using the information listed in Table 35, continue with this procedure.
Step 4: In the Interface list, choose the interface. (Example: Any)

Step 5: For the Action option, select the action. (Example: Permit)

Step 6: In the Source box, choose the source. (Example: dmz-guest-wlan-network)

Step 7: In the Destination box, choose the destination. (Example: internal-ISE-Servers)

Step 8: In the Service box, enter the service. (Example: tcp/3433)

Step 9: In the Description box, enter a useful description.

Step 10: Select or clear Enable Logging. (Example: Selected)
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Step 11: In the Logging Level list, choose the logging level value, and then click OK. (Example: Default)

[53 Add Access Rule

Interface: - Ay — v:

srtion: (@) Permit () Deny

Source Criteria

Source: 102.168.28.0/22 B
User; B
Security Group: E]
Destination Criteria

Destination: internal-ISE-Servers E]
Security Group: &
Service: top/3443 D

Guest Client Web Portal access for Authentication Requests\
Description:

Enable Logging

Logging Level: | Default 2|

<«

More Dptions

Ok %] [ Cancel ] [ Help

Step 12: After adding the rule in Table 35, click Apply on the Access Rules pane.

" Parmit

Configure the WLC for ISE Server

Step 1: In your browser, enter the address of the guest anchor WLC management interface (Example: https://
guest-wlc), and then log in.

Step 2: Navigate to Security > AAA > RADIUS > Authentication. From here, you can add the Cisco ISE server
as an authentication server in the WLC.

Step 3: If you are using the dedicated WLC model, ensure that the RADIUS servers that are already configured
on this WLC are either disabled or removed; this ensures that Cisco ISE is used for guest user authentication. If
you are using the shared model, there could possibly be other AAA RADUIS servers defined.

Step 4: Click New.

Step 5: Enter 10.4.48.41. This is the IP Address for the server running Cisco ISE.

Step 6: In the Shared Secret box, enter a shared secret (Example: SecretKey).

Step 7: In the Confirm Shared Secret box, re-enter the shared secret. (Example: SecretKey)
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Step 8: Next to Management, clear the Enable check box, and then click Apply.

Cisco

MONITOR

WLANS

CONTROLLER

WIRELESS

Saye Configuration ~ Ping  Logout Refresh

SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Security RADIUS Authentication Servers > New < Back | Apply |
AL Server Index (Priority) [2 #]
General
= RADIUS Server IP Address |10.4.48.41
bl e Shared Secret Format [(ascu ¢
Accounting
Fallback Shared Secret |assssenns ]
R Confirm Shared Secret |ssansanes |
LDAP
Local Net Users Key Wrap (] (Designed for FIPS customers and requires a key wrap compliant RADIUS server)
MAC Filtering
Disabled Clients Port Number 1812 |
User Login Policies cerver Status (Erapied %)
AP Policies e ———
Password Policies Support for RFC 3576 | Enabled |
¥ Local EAP Server Timeout | | seconds
b Priority Order Network User # Enzble
¥ Certificate Management () Enable
IPS O Enabl
¥ Access Control Lists e - naole
» Wireless Protection
Policies
» Web Auth
¥ Advanced

Step 9: Navigate to Security > AAA > RADIUS > Accounting. From here, you can add the guest server as an
accounting server in the WLC.

Step 10: Click New.

Step 11: In the Server Address box, enter 10.4.48.41. This is the IP address of the Cisco ISE server.

Step 12: In the Shared Secret box, enter a shared secret. (Example: SecretKey)

Step 13: In the Confirm Shared Secret box, re-enter the shared secret.

Cisco

MONITOR ~ WLANs

CONTROLLER

WIRELESS

Saye Configuration ~ Ping  Logout Refresh

SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

Security RADIUS Accounting Servers > Edit < Back Apply
= Server Index 1
General
» RADIUS Server Address 10.4.48.41
CNA D Shared Secret Format [ascu 3]
Accounting
Fallback Shared Secret | esesesean |
DR Confirm Shared Secret [T |
LDAP
Local Net Users Part Number 1813
MAC Filtering Server Status [ Enabled ¢
Disabled Clients o
User Login Palicies Server Timeout seconds
AP Policies Network User ¥ Enable
Password Policies -
IPSec (] Enable
¥ Local EAP
¥ Priority Order
b Certificate
¥ Access Control Lists
» Wireless Protection
Policies
» Web Auth
» Advanced

Step 14: Click Apply, and then
10.4.48.42)

repeat the process for the redundant secondary Cisco ISE server. (Example:
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Modify guest WLAN on Cisco AireOS WLC to use Cisco ISE

Step 1: On the guest anchor wireless LAN controller’'s main menu bar, click WLANS.
In order to modify the Web Authentication Type later in the procedure, you must disable the WLANs using Web-
Auth as an authentication method. The following steps disable, modify, and re-enable the Guest WLAN.

Step 2: Next to the Guest Wireless LAN (WLAN), select the check box.

Save Configuration ~ Ping  Logout Refresh

vl

cisco MONITOR ~ WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK
WLANs WLANs Entries 1-10f 1
- WLANS Current Fitter:  Mone [Change Filter] [Clear Filter] (Createnew =) HE8
WLANS
L] Advanced

) WLAN Admin
— 1 Type Profile Name WLAN SSID Status Security Policies

02 WLAN Guest Guest Enabled  Web-Auth [~}

Step 3: Click the down arrow next to Create New, in the list, choose Disable Selected, and then click Go.
Step 4: Click OK. This confirms that you want to disable the selected WLANS.
Step 5: Repeat this process for each Guest WLAN that you may have created.

Step 6: Click the WLAN ID for the Guest WLAN that you want to edit (Example: 2).

Step 7: On the Advanced tab, next to Allow AAA Override, select Enabled. This allows the per-client session
timeout to be set from the Cisco ISE server.

CONTROLLER Wi P H
WLANs WLANSs > Edit ‘Guest’ < Back wpnlv =

VVVVV General | Security | QoS | Policy-Mapping | Advanced |

Step 8: For security purposes, next to DHCP Addr. Assignment, select Required .

Step 9: Click Apply.
In order for the wireless guest to have access to resources that they need before they authenticate, a pre-
authentication ACL needs to be created that allows the guest access to DNS services and the Cisco ISE server.

Step 10: Navigate to Security > Access Control Lists > Access Control Lists, and then click New. This allows
you to create a new access control list.
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Step 11: In the Access Control List Name box, enter a name for the ACL, and then click Apply.

WILANs CONTROLLER  WIRELESS SECURITY MANAGEMENT COMMANDS HELP  FEEDBACK

Access Control Lists > New < Back Apply

Access Control List Name |Pre-Auth-for-External-Web-Server

ACL Type *1pva IPVE

1 | Tech Tip

You need to apply the access control list to the DMZ based anchor controllers (but this
is not needed on any of the foreign anchor controllers). This is because the raw guest
user traffic originates from the DMZ anchor controller. Prior to this, the guest traffic was
encapsulated in CAPWAP between the anchor and foreign anchor controllers.

Step 12: Click the name of the ACL.
Step 13: Click Add New Rule

Step 14: Enter the following information, and then click Apply. This defines an ACL that allows access to the
management network. In this example, access is allowed to the 10.4.48.0 network, and access to specific
resources is controlled on the Cisco ASA itself. This approach reduces the locations in which changes need to
be made as the network evolves.

Sequence—1

Destination—IP Address

IP Address—10.4.48.0

Netmask—255.255.255.0
- Action—Permit

MONITOR  WLANs CONTROLLER  WIRELESS  SECURITY MANAGEMENT COMMANDS HELP  FEEDBACK

Access Control Lists > Rules > New < Back Apply
Sequence 1 I}
Source Any -
IP Address Netmask
Destination IP Address ~ 10.4.45.0 255.255.255.0
Protocol Any -
DSCP Any -
Direction Any -
Action Permit -

Step 15: Click Add New Rule.
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Step 16: Enter the following information, and then click Apply. This defines another ACL entry in order to allow
the return traffic from the 10.4.48.0 network to the guest clients.

Sequence—2

Source—IP Address

IP Address—10.4.48.0
Netmask—255.255.255.0

- Action—Permit

MONITOR  WILANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP EEEDBACK

Access Control Lists > Rules > New < Back Apply
Sequence 2
IP Address Netmask
Source IP Address ~ 10.4.48.0 255.255.255.0'
Destination Any -
Protocol Any -
DscP Any -
Direction Any -
Action Permit -

Step 17: Navigate to WLANSs.
Step 18: Click the WLAN ID for the specific guest WLAN (Example 2)
Step 19: Click Security, and then click Layer 3.

Step 20: On the Layer 3 tab, make sure Web Policy is selected, and then in the IPv4 list, choose the ACL that
was created in Step 10 (Example Pre-Auth-For-External-Web-Server).

Sleeping wireless clients are clients with guest access that have successfully completed web authentication.
For battery conservation, these devices may go to sleep and wake up over the period of time that they

are connected to the Guest Wireless network. To prevent these devices from having to repeat the web
authentication, enable the sleeping client function.

Step 21: Next to Sleeping Client, select Enable, and then click Apply.

General | Security | QoS | Policy-Mapping | Advanced

} Advances d Layer2 | Layer2 | AAAServers

Layer 3 Security 2 Web Policy ~
® authentication
passthrough
© Conditional Web Rediract
* Splash Page Web Redirect

On MAC Filter failure2
Preauthentication ACL IPv4 Pre-Auth-for-External-Web-Server v IPve None ~ WebAuth FlexAd None ¥
Sleeping Client Enable

Sleeping Client Timeout(1 to 720 Hrs) 12

Over-ide Global Config |} Enable
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If you are using a shared deployment model, in which the WLC lives on the inside of the Internet edge firewall, it
will typically provide authentication services to both wireless guest users as well as internal enterprise wireless
users. If this is the case, continue to the next steps. If however, you are using a dedicated deployment model, in
which the WLC resides on the Internet edge DMZ and handles only guest wireless, skip to Step 25.

For this deployment, Cisco ISE is used only for guest traffic and not for the internal users. To support that, you
need to configure the guest WLAN to use the Cisco ISE server for authentication.

Step 22: On WLC controller, navigate to WLANSs, and edit the WLAN by selecting the Guest Wireless LAN
number. (Example 2)

Step 23: Under the Guest WLAN selected, navigate to Security > AAA Servers. Ensure that both
Authentication Servers and Accounting Servers are enabled by selecting the Enabled check box under each
column respectively.

Step 24: Scroll down to the bottom of the screen and under Authentication Priority order for web-auth user,
move RADIUS to the top of the list followed by LOCAL, ensure that LDAP is under Not Used, and then click

Apply.

1 | Tech Tip

It is not necessary to select the server from the list because the enabled RADIUS
server(s) defined under the Security > RADIUS > Authentication will be used.

MONITOR WIANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP FEEDBACK

WLANs WLANS > Edit ‘Guest' < Back Apply n

General | Security | QoS | Policy-Mapping | Advanced |

» Advanced Layer2 | Layer3 | AaaServers |

Select AR

vers below to override use of default servers on this WLAN -
Radius Servers

Radius Server Overwrite interface  [] gnabled

Authentication Servers  Accounting
Enabled Enabled
None ~ None

None v None

tion [ Enabled

K
il
i

When a guest wants to log in to the wireless network, the guest is presented with a web-based login screen
that authenticates against the credentials stored on the Cisco ISE server’s internal database. To do this, any web
session the guest begins must be redirected to the Cisco ISE server’s web authentication URL to allow credential
input. When the guest user enters their credentials, the WLC intercepts the credentials and the results, and uses
them in a separate RADIUS request to Cisco ISE to retrieve the other options, such as time, that are specific to
this guest account.

Step 25: Navigate to Security > Web Auth > Web Login Page.
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Step 26: In the Web Authentication Type list, choose External (Redirect to external server).

Step 27: If desired, in the Redirect URL after login box, enter a URL for the webpage that the user will be
redirect to after they log in. (Example www.cisco.com)

Step 28: In the External Webauth URL box, enter the following URL which is the Cisco ISE server’s guest portal
login page:
https://ise-1.cisco.local:8443/guestportal/Login.action

Step 29: Click Apply, and then click OK. This confirms that you have been reminded to configure the external
pre-authentication ACL.

Save Configuration ~ Ping  Logout Refresh
afee]n
cisco MONITOR ~ WLANs CONTROLLER WIRELESS SECURITY MANAGEMENT COMMANDS HELP  FEEDBACK
Security Web Login Page Preview... Apply
b AAR Web Authentication Type External (Redirect to external server) ~
} Local EAP Redirect URL after login www.cisco.com

¥ Priority Ord:
riority Order External Webauth URL https://ise- 1.cisco.local:8443/guestportal/Login.action
b Certificate
¥ Access Control Lists
Wireless Protection
Policies
¥ Web Auth

Web Login Page
Certificate

TrustSec SXP

» Advanced

Enable the guest wireless LAN

The next step is to enable the guest WLANSs that had to be disabled in the previous procedure in order to change
the authentication method.

Step 1: On the menu bar, navigate to WLANS.

Step 2: Select the check box for the Guest WLAN ID you want to edit (Example: 2).

Step 3: Next to Create New, click the arrow, and then choose Enable Selected.

MONITOR ~ WLANs CONTROLLER WIRELESS SECURITY MGNAGEMENT COMMANDS HELP  FEEDBACK
WLANS WLANs
- WLANS Current Filter:  None [Change Fifter] [Clear Filter] Enable Selocied  « | GO
WLANS
» Advance d
[[] WLANID Type Profile Name WLAN 5SID Admin StatusSecurity Policies
WLAN Guest-10k Guest-10k Enabled Web-Auth -]

Step 4: Click Go, and then click OK.
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Enable captive portal bypass

Because of a change made in Apple iOS device behavior when connecting to a guest wireless network that
uses web authentication, you may need to enable captive portal bypass via the CLI of the WLC. Using Wireless
Internet Service Provider roaming (iWISPr) protocol, Apple devices attempt to determine if they have an active
connection to the Internet by repeatedly trying to access a designated and hidden Apple website (http://www.
apple.com/library/test/success.html). When the wireless devices gets re-directed to the Web Authentication
page and does not receive a response for the designated website, the Apple device will launch a pseudo web
browser to allow the user to authenticate. This pseudo browser may not work properly when being redirected
to Cisco ISE. The captive-bypass enable command will prevent this pseudo browser from being launched and
instead allow the user to authenticate when opening a standard browser.

Step 1: Using SSH, navigate to the IP address of the guest WLC, and then log in with an administrator account.

Step 2: Enable captive bypass, save the configuration, and then restart the controller by entering the following
commands.

(Cisco Controller) config network web-auth captive-bypass enable

Web-auth support for Captive-Bypass will be enabled.

You must reset system for this setting to take effect.

(Cisco Controller) >save config

Are you sure you want to save? (y/n) y
Configuration Saved!
(Cisco Controller) >reset system

Are you sure you would like to reset the system? (y/N)Y

Step 3: If you are using a Cisco 2500 series WLC, repeat Procedure 4 for the resilient 2500 series WLC. This
is necessary because the 2500 WLC does not support HA SSO and the two controllers must be individually
configured.
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Creating and Using Guest Accounts

1. Use the Sponsor Portal

2. Testing the wireless user guest accounts

}

Use the Sponsor Portal

To create the guest account, the authorized guest-user-account sponsor performs the following steps.

Step 1: In your browser, enter https://ise-1.cisco.local:8443/sponsorportal, and then log in to the Cisco ISE
Sponsor Portal.

]
CISCO Sponsor Portal

Username: ‘empluyee1 ‘

Password: ‘ -------- ‘

Help
1 v
Step 2: Click Create Account.
alraln ‘ I
CI1SCO Sponsor Portal Wekome employeel | My Settings | San Out
Manage Guest Accounts
o o
Xs ¥ x
Create Account Import Accounts Create Random Accounts
Account List
%
h ‘ Usenan — ’“H — ra Last Name Email Address
show 10 [<] entries Showing 0 to 0 of 0 entries Il
Fist | Previous | | Next | [ Last
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https://ise-1.cisco.local:8443/sponsorportal

Step 3: Enter the information for the guest account as required by corporate policy (and the settings
implemented in Procedure 1, “Configure Cisco ISE Sponsor settings”, in the “Configuring Cisco ISE Sponsor
Portal Services” process, and then click Submit.

Step 4: If you have configured an SMTP server in Cisco ISE, you can optionally send an email notification to the
user by selecting the Send email notification. In this particular example, the sponsor enters the first and last
name, email address, and company name.

CISCO Sponsor Portal

Create Account

Frst name:
Last name: | SMth

Emal address: 0] send emai notfcation
Phone number:
Company:
oporaldetat: |
oporaldataz: |
oporalcataz: |
opwraidaas: |
opwraldaas: |
* Guest rok:
* Actount duration:
*Time zone:
* Notification language:

EZ (e
Help

When the account is successfully created, Cisco ISE displays the guest account and credentials.
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Step 5: For testing purposes, write down the username that was automatically created. (Example:
dsmith01/36_7M2tiY)

CISCO Sponsor Portal ign Out

Successfully Created Guest Account:

Username: dsmitho1
Password: 36_7M2tiY
First name: David
Last name: Smith
Emal address: dsmth@anywhere.com
Phone number:  555-555-0100
Company: Any Company
Status: Awating Initial Login
Suspended: fake
Optional data 1:
Optional data 2:
Optional data 3:
Optional data 4:
Optional data 5:
Guest role: - Guest
Time zone: GMT -07:00 US/Pacific
Notification language: Englsh
Account duration: DefaultEightHours
Account start date:  2013-09-13 13:32:48

Account expiration date:  2013-09-13 21:32:48

View Guest Accounts

The guest user account is now created and is shown as Awaiting Initial Login.

il
CISCO Sponsor Portal

Manage Guest Accounts

" Y

Create Account Import Accounts Create Random Accounts

Account List

@

Edt | Email Prnt | Renstate  Suspend | Defete | Change Account Duration
L] Username Status First Name Last Name Email Address

Awatting Intial

dsmieho! L) Davd smith demth@anywhere.com

Logn

show entries Showing 1 to 1 of 1 entries
Help

i I
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Testing the wireless user guest accounts

For guests to be authenticated, they need to connect to the guest SSID and get an IP address from the 1128
VLAN that will be in the 192.168.28.0/22 range.

Step 1: From a wireless device, connect to the wireless guest network created. (Example: Guest)

Step 2: In the browser on the wireless device, browse to a known website (Example: http://www.cisco.com).
The wireless guest machine’s browser is first redirected to the Cisco ISE Guest Portal, where the guest account
credentials can be entered.

il
CISCO Guest Portal

Username: ‘ dsmith01 |

Password:

---oo.-..‘ -~ |

Change Password

Step 3: Enter guest credentials. The Acceptable Use Policy opens.
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Step 4: Select Accept terms and conditions, and then click Accept.

= [Eon =)
<5 e A

CISCO Guest Portal

Acceptable Use Policy

Please accept the policy:

1. You are responsible for
— maintaining the confidentiality of the password and
— all activities that occur under your username and password.

2. Cisco Syatems offers the Service for activities such as the active use of e-mail, instant mes:
[World Wide Web and accessing corporate intranets. High volume data transfers, especially sustaing
transfers, are not permitted. Hosting a web server or any other server by use of our Service is
access someone else's account, =sending unsolicited bulk e-mail, collection of other people's per
their kmowledge and interference with other network users are all prohibited.

3. Cisco Systems reserves the right to suspend the Service if
— Cisco Systems reasonably believes that your use of the Service is unreasonably excessis

— you are using the Service for criminal or illegal activities.

[¥1 Accept terms and conditions

©

< >

The credentials have been successfully authenticated by Cisco ISE and the guest now has access as determined
by the security policy implemented on the firewall.

== |
& Guest Portal AR

CISCO Guest Portal

Sighed on successfully
You can now type in the original URL in the browser's address bar.

You can now type in the original URL in the browser's address bar.

1 | Tech Tip

When using Internet Explorer, ensure that you have administrative authority to accept
and install the digital certificate presented by the WLC using its configured virtual IP
address of 192.0.2.1. By right-clicking the Internet Explorer ICON and selecting Run
as Administrator, you will be permitted to install the WLC certificate in the trusted
root certificate store. Failure to do so will result in error 501 invalid certificate error
messages. To avoid the use of certificates all together, issue the following command
on the console port of each of the anchor WLC in the DMZ:

config network web-auth secureweb disable
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Wireless LAN Controllers

Cisco 7500 Series Wireless Controller for up to 3000 Cisco access points

AIR-CT7510-3K-K9

Cisco 7500 Series Wireless Controller for up to 2000 Cisco access points

AIR-CT7510-2K-K9

Cisco 7500 Series Wireless Controller for up to 1000 Cisco access points

AIR-CT7510-1K-K9

Cisco 7500 Series Wireless Controller for up to 500 Cisco access points

AIR-CT7510-500-K9

Cisco 7500 Series Wireless Controller for up to 300 Cisco access points

AIR-CT7510-300-K9

Cisco 7500 Series High Availability Wireless Controller

AIR-CT7510-HA-K9

Cisco Virtual Wireless Controller for up to 5 Cisco access points

L-AIR-CTVM-5-K9

Cisco Virtual Wireless Controller 25 Access Point Adder License

L-LIC-CTVM-25A

Cisco Virtual Wireless Controller 5 Access Point Adder License

L-LIC-CTVM-5A

Cisco Virtual Wireless Controller 1 Access Point Adder License

L-LIC-CTVM-1A

Functional Area Product Description Part Numbers Software
Remote Site Cisco 7500 Series Wireless Controller for up to 6000 Cisco access points | AIR-CT7510-6K-K9 7.6.120.0
Controller

On Site Controller

Cisco 5760 Series Wireless Controller for up to 1000 Cisco access points

AIR-CT5760-1K-K9

Cisco 5760 Series Wireless Controller for up to 500 Cisco access points

AIR-CT5760-500-K9

Cisco 5760 Series Wireless Controller for up to 250 Cisco access points

AIR-CT5760-250-K9

Cisco 5760 Series Wireless Controller for up to 100 Cisco access points

AIR-CT5760-100-K9

Cisco 5760 Series Wireless Controller for up to 50 Cisco access points

AIR-CT5760-50-K9

Cisco 5760 Series Wireless Controller for up to 25 Cisco access points

AIR-CT5760-25-K9

Cisco 5760 Wireless Controller for High Availability

AIR-CT5760-HA-K9

3.3.3SE(15.0.1EZ3)

Guest Controller

Cisco 2500 Series Wireless Controller for up to 25 Cisco access points

AIR-CT2504-25-K9

Cisco 2500 Series Wireless Controller for up to 15 Cisco access points

AIR-CT2504-15-K9

Cisco 2500 Series Wireless Controller for up to 5 Cisco access points

AIR-CT2504-5-K9

On Site, Remote Cisco WiSM2 Series Wireless Controller for up to 1000 Cisco access WS-SVC-WISM2-K-K9 7.6.120.0
Site, or Guest points
Controller Cisco WiSM2 Series Wireless Controller for up to 500 Cisco access points | WS-SVC-WISM2-5-K9
Cisco WiSM2 Series Wireless Controller for up to 300 Cisco access points | WS-SVC-WISM2-3-K9
Cisco WiSM2 Series Wireless Controller for up to 100 Cisco access points | WS-SVC-WISM2-1-K9
Cisco WiSM2 Series Wireless Controller for High Availability WS-SVC-WISM2-HA-K9
Cisco 5500 Series Wireless Controller for up to 500 Cisco access points AIR-CT5508-500-K9
Cisco 5500 Series Wireless Controller for up to 250 Cisco access points AIR-CT5508-250-K9
Cisco 5500 Series Wireless Controller for up to 100 Cisco access points AIR-CT5508-100-K9
Cisco 5500 Series Wireless Controller for up to 50 Cisco access points AIR-CT5508-50-K9
Cisco 5500 Series Wireless Controller for up to 25 Cisco access points AIR-CT5508-25-K9
Cisco 5500 Series Wireless Controller for up to 12 Cisco access points AIR-CT5508-12-K9
Cisco 5500 Series Wireless Controller for High Availability AIR-CT5508-HA-K9
On Site Controller, Cisco 2500 Series Wireless Controller for up to 50 Cisco access points AIR-CT2504-50-K9 7.6.120.0
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Wireless LAN Access Points

Functional Area Product Description Part Numbers Software
Wireless Access Cisco 3700 Series Access Point 802.11ac and CleanAir with Internal AIR-CAP37021-x-K9 7.6.120.0
Points Antennas
Cisco 3700 Series Access Point 802.11ac and CleanAir with External AIR-CAP3702E-x-K9
Antenna
Cisco 3600 Series Access Point Dual Band 802.11a/g/n and CleanAir with | AIR-CAP3602I-x-K9
Internal Antennas
Cisco 3600 Series Access Point Dual Band 802.11a/g/n and CleanAir with | AIR-CAP3602E-x-K9
External Antennas
Cisco 2600 Series Access Point Dual Band 802.11a/g/n and CleanAir with | AIR-CAP26021-x-K9
Internal Antennas
Cisco 2600 Series Access Point Dual Band 802.11a/g/n and CleanAir with | AIR-CAP2602E-x-K9
External Antennas
Cisco 1600 Series Access Point Dual-band controller-based 802.11a/g/n AIR-CAP16021-x-K9
with Internal Antennas
Cisco 1600 Series Access Point Dual-band controller-based 802.11a/g/n AIR-CAP1602E-x-K9
with External Antennas
Wireless LAN
Functional Area Product Description Part Numbers Software
Wireless LAN Cisco 802.11ac Wave 1 Module for 3600 Series Access Point AIR-RM3000AC-x-K9= 7.6.120.0
Cisco 802.11ac Wave 1 Module for 3600 Series Access Point 10 Pack AIR-RM3000ACxK910=
Cisco ISE Server Cisco Identity Services Engine Virtual Appliance ISE-VM-K9= 1.2.0.899—

Cisco ISE Wireless 5-year License for 500 Endpoints

LS-ISE-AD5Y-W-500=

Cisco ISE Wireless 5-year License for 250 Endpoints

LS-ISE-AD5Y-W-250=

Cisco ISE Wireless 5-year License for 100 Endpoints

LS-ISE-AD5Y-W-100=

Cumulative Patch 8

Access Control

Functional Area Product Description Part Numbers Software
Authentication ACS 5.5 VMware Software And Base License CSACS-5.5-VM-K9 5.5.0.46.2
Services Cumulative Patch

285




Internet Edge

Functional Area Product Description Part Numbers Software
Firewall Cisco ASA 5545-X IPS Edition - security appliance ASA5545-IPS-K9 ASA 9.1(5)
Cisco ASA 5525-X IPS Edition - security appliance ASAB5525-1PS-K9 IPS 7.1(8p2)E4
Cisco ASA 5515-X IPS Edition - security appliance ASA5515-IPS-K9
Cisco ASA 5512-X IPS Edition - security appliance ASA5512-IPS-K9
Cisco ASA 5512-X Security Plus license ASA5512-SEC-PL
Firewall Management ASDM 7.1(6)
Internet Edge LAN
Functional Area Product Description Part Numbers Software
DMZ Switch Cisco Catalyst 2960-X Series 24 10/100/1000 PoE and 2 SFP+ Uplink WS-C2960X-24PS 15.0(2)EX5

Cisco Catalyst 2960-X FlexStack-Plus Hot-Swappable Stacking Module

C2960X-STACK

LAN Base license

Data Center Core

Functional Area

Product Description

Part Numbers

Software

Core Switch

Cisco Nexus 5596 up to 96-port 10GbE, FCoE, and Fibre Channel SFP+

N5K-C5596UP-FA

Cisco Nexus 5596 Layer 3 Switching Module

N55-M160L30V2

Cisco Nexus 5548 up to 48-port 10GbE, FCoE, and Fibre Channel SFP+

N5K-C5548UP-FA

Cisco Nexus 5548 Layer 3 Switching Module N55-D160L3
Cisco Nexus 5500 Layer 3 Enterprise Software License N55-LANTK9
Cisco Nexus 5500 Storage Protocols Services License, 8 ports N55-8P-SSK9

NX-0S 5.2(1)N1(3)
Layer 3 License

Ethernet Extension

Cisco Nexus 2000 Series 48 Ethernet 100/1000BASE-T (enhanced) Fabric
Extender

N2K-C2248TP-E

Cisco Nexus 2000 Series 48 Ethernet 100/1000BASE-T Fabric Extender

N2K-C2248TP-1GE

Cisco Nexus 2000 Series 32 1/10 GbE SFP+, FCoE capable Fabric
Extender

N2K-C2232PP-10GE
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LAN Access Layer

Functional Area

Product Description

Part Numbers

Software

Modular Access
Layer Switch

Cisco Catalyst 4500F Series 4507R+E 7-slot Chassis with 48Gbps per slot

WS-C4507R+E

Cisco Catalyst 4500E Supervisor Engine 8-E, Unified Access, 928Gbps

WS-X45-SUP8-E

Cisco Catalyst 4500E 12-port 10GbE SFP+ Fiber Module

WS-X4712-SFP+E

Cisco Catalyst 4500E 48-Port 802.3at PoE+ 10/100/1000 (RJ-45)

WS-X4748-RJ45V+E

3.3.1X0(15.1.1X01)
|P Base license

Cisco Catalyst 4500F Series 4507R+E 7-slot Chassis with 48Gbps per slot

WS-C4507R+E

Cisco Catalyst 4500E Supervisor Engine 7L-E, 520Gbps

WS-X45-SUP7L-E

Cisco Catalyst 4500F 48 Ethernet 10/100/1000 (RJ45) PoE+,UPOE ports

WS-X4748-UPOE+E

Cisco Catalyst 4500E 48 Ethernet 10/100/1000 (RJ45) PoE+ ports

WS-X4648-RJ45V+E

3.5.3E(15.2.1E3)
|P Base license

Stackable Access
Layer Switch

Cisco Catalyst 3850 Series Stackable 48 Ethernet 10/100/1000 PoE+
ports

WS-C3850-48F

Cisco Catalyst 3850 Series Stackable 24 Ethernet 10/100/1000 PoE+
Ports

WS-C3850-24P

Cisco Catalyst 3850 Series 2 x 10GE Network Module

C3850-NM-2-10G

Cisco Catalyst 3850 Series 4 x 1GE Network Module

C3850-NM-4-1G

3.3.3SE(15.0.1EZ3)
|P Base license

Cisco Catalyst 3650 Series 24 Ethernet 10/100/1000 PoE+ and 2x10GE or
4x1GE Uplink

WS-C3650-24PD

Cisco Catalyst 3650 Series 24 Ethernet 10/100/1000 PoE+ and 4x1GE
Uplink

WS-C3650-24PS

Cisco Catalyst 3650 Series Stack Module

C3650-STACK

3.3.3SE(15.0.1EZ3)
|P Base license

Cisco Catalyst 3750-X Series Stackable 48 Ethernet 10/100/1000 PoE+
ports

WS-C3750X-48PF-S

Cisco Catalyst 3750-X Series Stackable 24 Ethernet 10/100/1000 PoE+
ports

WS-C3750X-24P-S

Cisco Catalyst 3750-X Series Two 10GbE SFP+ and Two GbE SFP ports C3KX-NM-10G
network module
Cisco Catalyst 3750-X Series Four GbE SFP ports network module C3KX-NM-1G

15.2(1)E3
|P Base license

Cisco Catalyst 2960-X Series 24 10/100/1000 Ethernet and 2 SFP+ Uplink

WS-C2960X-24PD

Cisco Catalyst 2960-X FlexStack-Plus Hot-Swappable Stacking Module

C2960X-STACK

15.0(2)EX5
LAN Base license

Standalone Access
Layer Switch

Cisco Catalyst 3650 Series 24 Ethernet 10/100/1000 PoE+ and 4x1GE
Uplink

WS-C3650-24PS

3.3.3SE(15.01EZ3)
|P Base license

287




LAN Distribution Layer

Functional Area Product Description Part Numbers Software
Modular Distribution | Cisco Catalyst 6800 Series 6807-XL 7-Slot Modular Chassis C6807-XL 15.1(2)SY3
Layer Virtual SWitch | o6 Catalyst 6500 VSS Supervisor 2T with 2 ports 10GbE and PFC4 | VS-52T-10G IP Services license

Pair

Cisco Catalyst 6500 4-port 40GbE/16-port 10GbE Fiber Module w/DFC4

WS-X6904-40G-2T

Cisco Catalyst 6500 4-port 10GbE SFP+ adapter for WX-X6904-40G
module

CVR-CFP-4SFP10G

Cisco Catalyst 6500 CEF720 48 port 10/100/1000mb Ethernet

WS-X6748-GE-TX

Cisco Catalyst 6500 Distributed Forwarding Card 4

WS-F6K-DFC4-A

Cisco Catalyst 6500 Series 6506-E 6-Slot Chassis

WS-C6506-E

Cisco Catalyst 6500 VSS Supervisor 2T with 2 ports 10GbE and PFC4

VS-S2T-10G

Cisco Catalyst 6500 4-port 40GbE/16-port 10GbE Fiber Module w/DFC4

WS-X6904-40G-2T

Cisco Catalyst 6500 4-port T0GbE SFP+ adapter for WX-X6904-40G
module

CVR-CFP-4SFP10G

Cisco Catalyst 6500 48-port GigE Mod (SFP)

WS-X6748-SFP

Cisco Catalyst 6500 Distributed Forwarding Card 4

WS-FBK-DFC4-A

Cisco Catalyst 6500 24-port Gigk Mod (SFP)

WS-X6724-SFP

Cisco Catalyst 6500 Distributed Forwarding Card 4

WS-F6K-DFC4-A

Extensible Fixed
Distribution Layer
Virtual Switch Pair

Cisco Catalyst 6800 Series 6880-X Extensible Fixed Aggregation Switch
(Standard Tables)

C6880-X-LE

Cisco Catalyst 6800 Series 6880-X Multi Rate Port Card (Standard Tables)

C6880-X-LE-16P10G

15.1(2)SY3
|P Services license

Modular Distribution
Layer Virtual Switch
Pair

Cisco Catalyst 4500E Series 4507R+E 7-slot Chassis with 48Gbps per slot

WS-C4507R+E

Cisco Catalyst 4500E Supervisor Engine 7-E, 848Gbps

WS-X45-SUP7-E

Cisco Catalyst 4500E 12-port 10GbE SFP+ Fiber Module

WS-X4712-SFP+E

Cisco Catalyst 4500E 48-Port 802.3at PoE+ 10/100/1000 (RJ-45)

WS-X4748-RJ45V+E

3.5.3E(15.2.1E3)
Enterprise Services
license

Fixed Distribution
Layer Virtual Switch
Pair

Cisco Catalyst 4500-X Series 32 Port 10GbE IP Base Front-to-Back
Cooling

WS-C4500X-32SFP+

3.5.3E(15.2.1E3)
Enterprise Services
license

Stackable
Distribution Layer
Switch

Cisco Catalyst 3850 Series Stackable Switch with 12 SFP Ethernet

WS-C3850-12S

Cisco Catalyst 3850 Series 4 x 1GE Network Module

C3850-NM-4-1G

Cisco Catalyst 3850 Series 2 x 10GE Network Module

C3850-NM-2-10G

3.3.3SE(15.0.1EZ3)
IP Services license

Cisco Catalyst 3750-X Series Stackable 12 GbE SFP ports

WS-C3750X-12S-E

Cisco Catalyst 3750-X Series Two 10GbE SFP+ and Two GbE SFP ports C3KX-NM-10G
network module
Cisco Catalyst 3750-X Series Four GbE SFP ports network module C3KX-NM-1G

15.2(1)E3
IP Services license
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LAN Core Layer

Functional Area Product Description Part Numbers Software
Modular Core Layer | Cisco Catalyst 6800 Series 6807-XL 7-Slot Modular Chassis C6807-XL 15.1(2)SY3
Viral Switch Pair cie0) Catalyst 6500 VSS Supervisor 2T with 2 ports 10GbE and PFC4 | VS-S2T-10G IP Services license

Cisco Catalyst 6500 4-port 40GbE/16-port 10GbE Fiber Module w/DFC4

WS-X6904-40G-2T

Cisco Catalyst 6500 16-port 10GbE Fiber Module w/DFC4

WS-X6816-10G-2T

Cisco Catalyst 6500 48-port GbE SFP Fiber Module w/DFC4

WS-X6848-SFP-2T

Cisco Catalyst 6500 Series 6506-E 6-Slot Chassis

WS-C6506-E

Cisco Catalyst 6500 VSS Supervisor 2T with 2 ports 10GbE and PFC4

VS-S2T-10G

Cisco Catalyst 6500 4-port 40GbE/16-port T0GbE Fiber Module w/DFC4

WS-X6904-40G-2T

Cisco Catalyst 6500 8-port 1T0GbE Fiber Module w/ DFC4

WS-X6908-10G-2T

Cisco Catalyst 6500 24-port Gigk Mod (SFP)

WS-X6724-SFP

Cisco Catalyst 6500 Distributed Forwarding Card 4

WS-F6K-DFC4-A

LAN Distribution — Services Block

Functional Area Product Description Part Numbers Software
Modular Distribution | Cisco Catalyst 6800 Series 6807-XL 7-Slot Modular Chassis C6807-XL 15.1(2)SY3
Layer Virtual SWitch " oo Catalyst 6500 VSS Supervisor 2T with 2 ports 10GbE and PFC4 | VS-52T-10G IP Services license

Pair

Cisco Catalyst 6500 4-port 40GbE/16-port 10GbE Fiber Module w/DFC4

WS-X6904-40G-2T

Cisco Catalyst 6500 4-port 10GbE SFP+ adapter for WX-X6904-40G
module

CVR-CFP-4SFP10G

Cisco Catalyst 6500 CEF720 48 port 10/100/1000mb Ethernet

WS-X6748-GE-TX

Cisco Catalyst 6500 Distributed Forwarding Card 4

WS-FBK-DFC4-A

Wireless LAN Cisco WiSM2 Series Wireless Controller for up to 1000 Cisco access WS-SVC-WISM2-K-K9 7.6.120.0
Controller points
Cisco WiSM2 Series Wireless Controller for up to 500 Cisco access points | WS-SVC-WISM2-5-K9
Cisco WiSM2 Series Wireless Controller for up to 300 Cisco access points | WS-SVC-WISM2-3-K9
Cisco WiSM2 Series Wireless Controller for up to 100 Cisco access points | WS-SVC-WISM2-1-K9
Cisco WiSM2 Series Wireless Controller for High Availability WS-SVC-WISM2-HA-K9
Data Center Virtualization
Functional Area Product Description Part Numbers Software
VMWare ESXi ESXi 5.1
VMware vSphere ESXi
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This appendix summarizes the changes to this guide since its last edition.
- We added the 7.6.120.0 release of firmware to all Cisco AireOS WLCs.
- We upgraded the 5760 IOS-XE to release 3.3.3SE.
- We upgraded the redundant Cisco ISE servers to 1.2 Service Patch 8.

- We upgraded the VSS Services distribution block from a pair of 6509s to a 6807 in a Virtual Switching
System Quad-Supervisor Stateful Switchover configuration using VS-SUP2T-10G.

- We validated the HA SSO WiSM2 in the upgraded 6807 VSS Quad-Supervisor Stateful Switchover
(VS40) pair using SUP2T.

- We incorporated and validated numerous wireless best practices, including:
o Enabled Fast Secure Roaming by enabling CCKM support on AireOS Controllers

o Incorporated design recommendations for improved roaming and WLC performance based on
size and design of mobility domain

o Incorporated design recommendations for improving WLC RRM performance by providing
guidance on RF Domain design

o Enabled Sleeping Client Support

o Eliminated Dynamic Trunking Protocol (DTP) overhead for WLCs and APs using trunk ports
through switchport nonegotiate

o Disabled SNMP v3

o Altered RSSI value for rogue detection from -128dBm to -70dBm to reduce size of rogue
detection area - helping to reduce false positive rogue detection

o Enabled Fast SSID change support
o Required DHCP address assignment for added security to Data and Guest WLANs

o Enabled Allow AAA Override to allow ISE/RADIUS to override local WLC policy if necessary
(BYOD, QoS, VLAN, Bonjour, etc.)

- We enabled Dual ISP High Availability using object tracking for guest access outbound PAT.

- We improved overall readability of the Cisco ASA firewall configuration sections throughout the guide.
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Feedback

Please use the feedback form to send comments and
suggestions about this guide.
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